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Chapter 1

Executive Summary

Image instance retrieval is the problem of finding an object instance present in a query
image from a database of images. Also referred to as particular object retrieval, this
problem typically entails determining with high precision whether the retrieved image
contains the same object as the query image. Scale, rotation and orientation changes
between query and database objects and background clutter pose significant challenges
for this problem.

State-of-the-art image instance retrieval pipelines consist of two major steps: first,
a subset of images similar to the query are retrieved from the database, and second,
Geometric Consistency Checks (GCC) are applied to select the relevant images from
the subset with high precision. The first step is based on comparison of global image
descriptors: high-dimensional vectors with up to tens of thousands of dimensions rep-
resenting the image data. The second step is computationally highly complex and can
only be applied to hundreds or thousands of images in practical applications. More
discriminative global descriptors result in relevant images being more highly ranked,
resulting in fewer images that need to be compared pairwise with GCC. As a result,
better global descriptors are key to improving retrieval performance and have been
the object of much recent interest. Furthermore, fast searches in large databases of
millions or even billions of images requires the global descriptors to be compressed into
compact representations. This thesis will focus on how to achieve extremely compact
global descriptor representations for large-scale image instance retrieval.

After introducing background concepts about supervised neural networks, Re-
stricted Boltzmann Machine (RBM) and deep learning in Chapter 2, Chapter 3 will
present the design principles and recent work for the Convolutional Neural Networks
(CNN), which recently became the method of choice for large-scale image classification
tasks. Next, an original multistage approach for the fusion of the output of multiple
CNN is proposed. Submitted as part of the ILSVRC 2014 challenge, results show that
this approach can significantly improve classification results. The promising perfor-
mance of CNN is largely due to their capability to learn appropriate high-level visual
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2 Chapter 1. Executive Summary

representations from the data. Inspired by a stream of recent works showing that the
representations learnt on one particular classification task can transfer well to other
classification tasks, subsequent chapters will focus on the transferability of representa-
tions learnt by CNN to image instance retrieval.

In Chapter 4, a systematic and in-depth evaluation of Fisher Vectors (FV) and
CNN pipelines for image instance retrieval is performed. Here we propose a compre-
hensive set of practical guidelines believed to be useful to anyone seeking to implement
state-of-the-art descriptors for image instance retrieval. Some of the recommendations
are general good practices while others are more problem specific. CNN descriptors
are shown to o�er the best retrieval performance on average, but unlike with image
classification, the supremacy of CNN over FV is not always clear in the case of image
instance retrieval, so mixing both approaches is sometimes optimal. The evaluation
study leads to two issues related to CNN descriptors which need to be addressed: first,
the lack of transformation (specifically, scale and rotation) invariance of the descrip-
tors, and second, the high dimensionality and scalar nature of the descriptors making
descriptor matching ine�cient. These issues are addressed in subsequent chapters.

Chapter 5 tackles the problem of hashing the descriptors to small binary codes for
e�cient matching with Hamming distances, while retaining the good retrieval perfor-
mance of the uncompressed descriptors. The very low bitrate range of 32-1024 bits
is specifically targeted. The proposed hashing pipeline consists of two parts: (a) An
unsupervised dimensionality reduction approach using RBM to produce binary hashes
at the target bitrate, and (b) A fine-tuning step to improve the binary embedding
functions generated by stacked RBM for which we propose both supervised and semi-
supervised variants. The first dimensionality reduction step applies a regularization to
RBM specifically designed to optimize the distribution of generated binary hash codes.
The proposed approach is a batch-level regularization scheme aiming to improve very
low bitrate hashes by encouraging e�cient use of the latent subspace both within and
across the hashes. The second fine-tuning step is based on metric refinement with
Siamese networks. The method is based on the use of a labeled training set of match-
ing and non-matching pairs of instances, and critical improvements in the loss function
of the Siamese network leading to improvements in retrieval results are shown. While
able to significantly improve retrieval results, Siamese fine-tuning has the drawback of
requiring an external labeled dataset of matching and non-matching pairs. Therefore,
we subsequently propose Unsupervised Triplet Hashing (UTH), a fully unsupervised
rank learning scheme based on three weight sharing networks. The scheme is based on
preserving the good retrieval performance of the uncompressed descriptors and thus
does not require any external training labels.

Finally, Chapter 6 proposes simple database-side pooling schemes that can be e�ec-
tive at mitigating issues related to the aforementioned image transformations, practi-
cally overcoming the lack of robustness of CNN descriptors compared with FV. Among
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the various schemes proposed, some allow the pre-computation of single descriptors
while others require more operations at query time. Chapter 6’s main contribution is
Nested Invariance Pooling (NIP), a method to produce compact global image descrip-
tors from visual representations extracted from CNN, which are robust to multiple
types of image transformations. NIP is inspired from i-theory, a recently proposed
mathematical theory for computing group invariant transformations with feed-forward
neural networks. NIP is shown to be able to produce compact (but non-binary) global
image descriptors which are robust to rotations, scale changes and translations and are
able to outperform other schemes at equivalent descriptor dimensionality on most eval-
uation datasets. Finally, NIP is shown to be able to e�ectively combine with the RBM
hashing scheme proposed in Chapter 5, leading to hashes that are both compact and
robust to multiple types of image transformations. This thorough empirical evaluation
with small and large-scale datasets shows that the proposed scheme is able to produce
extremely compact hashes that are able to outperform other schemes, especially at
very low bitrates (32-256 bits).
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Chapter 2

Image Instance Retrieval

2.1 Image Instance Retrieval

Image instance retrieval is the task of finding an object instance present in a query
image from a database of images (Figure 2.1). Also, referred to as particular object
retrieval, this problem typically entails determining with high precision whether the
retrieved image contains the same object as the query image. Scale, rotation, orienta-
tion and lighting changes between query and database objects, and background clutter
pose significant challenges for this problem.

Existing	image	database

New	query	image

Retrieve	database	images	
depicting	 the	same	object

Figure 2.1: In the content-based image instance retrieval problem, the task is to select
database images depicting the same object instance as the one depicted in the query
image. No external information is used (categories, labels...).

5



6 Chapter 2. Image Instance Retrieval

Figure 2.2: Fisher Vector (FV) and Convolutional Neural Network (CNN) based
pipelines for the extraction of global descriptors from images.

State-of-the-art image instance retrieval pipelines consist of two major steps: first,
a subset of images similar to the query are retrieved from the database, and second,
Geometric Consistency Checks (GCC) [34, 123, 6] are applied to select the relevant
images from the subset with high precision. The first step is based on comparison
of global image descriptors: high-dimensional vectors with up to tens of thousands of
dimensions representing the image data. The second step is computationally highly
complex and can only be applied to hundreds or thousands of images in practical
applications. As a result, better global descriptors are key to improving retrieval
performance and have been the object of much recent interest, with work on specific
applications such as digital documents [31], mobile visual search [31, 20], distributed
large scale search [76] and compact descriptors for fast real-world applications [32, 78].
More discriminative global descriptors result in relevant images being ranked higher,
leading to fewer images needing to be compared pairwise with GCC. Furthermore,
fast search in large databases of millions or even billions of images requires the global
descriptors to be compressed into compact representations. In this chapter, we review
the state-of-the-art in global descriptors and hashing for the image instance retrieval
problem.

2.1.1 Global Descriptors

A typical image instance retrieval pipeline starts with the comparison of high-dimensional
vectors referred to as global descriptors. Global descriptors are often aggregated from
local descriptors such as SIFT [99, 100] and HoG [25]. State-of-the-art global descrip-
tors for image instance retrieval are based on either FV [120, 122]/VLAD [73, 74] or
Convolutional Neural Networks (CNN) [9] (Figure 2.2). State-of-the-art global de-
scriptors are reviewed in this section (Table 2.1).
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FV Fisher Vector [120], Improved Fisher Vector [122]
& Vector of Locally Aggregated Descriptors [73, 74]
VLAD Residual Enhanced Visual Vector [19]

PCA-Whitening [70]
Scalable Compressed Fisher Vector [91]
Aggregated Fisher Vector [133]
Selective Match Kernel [147]
Democratic Aggregation [75]
Intra-normalization [5]

CNN Raw CNN descriptors [127]
Spatial-search aggregation [127]
Fine-tuned CNN [9]
Multi-Scale Orderless Pooling (MOP-CNN) [48]
Conv max-pooling [7, 136]
Pooling from intermediate layers (SPoC) [8]
Regional Maximum Activation of Convolutions (R-MAC) [148]

Table 2.1: FV and CNN based methods for global descriptors extraction.

Fisher Vectors. Hand-crafted global image descriptors such as Fisher Vectors (FV) [122]
and Vector of Locally Aggregated Descriptors (VLAD) [74] allow for robust image
matching. The FV is obtained by quantizing the set of local feature descriptors with
a small codebook of 64-512 centroids, and aggregating first and second order residual
statistics for features quantized to each centroid. The residual statistics from each
centroid are concatenated together to obtain the high-dimensional global descriptor
representation, typically 8192 to 65536 dimensions. The performance increases as the
dimensionality of the global descriptor increases, as shown in [122].
The VLAD descriptor can be considered a special case of the FV, with hard-quantization
of feature descriptors, with concatenation of only first-order residual statistics in the
final descriptor representation.

There has been extensive work on the FV since it was first proposed for instance
retrieval [120]. FV are aggregated on descriptors extracted densely in the image [133],
or around interest points like Di�erence-of-Gaussian (DoG) interest points [98]. In the
former case, dense sampling is performed at a single scale or multiple scales. The dense
sampling approach is popular for image classification tasks, while the latter is used in
image retrieval as the DoG interest points provide invariance to scale and rotation.
State-of-the-art results using FV are based on aggregating statistics around interest
points like Di�erence-of-Gaussian [98] or Hessian-a�ne interest points [103].

Several improvements have been proposed over the baseline VLAD and FV ap-
proaches. In [18], another normalization scheme is proposed for the residuals, where
the per-cluster mean of residuals is computed instead of the sum, enhancing the dis-
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criminativeness of the VLAD descriptor. In [74], a similar Signed Square Rooting
(SSR) normalization scheme is proposed for VLAD. In [70], VLAD is extended by
using PCA whitening and multiple clusterings for quantization. Intra-normalization
scheme is proposed in [5] to alleviate the adverse e�ect of bursty visual features [72],
where the sum of residuals is L2 normalized within each VLAD block.

FV is improved over the baseline approach of [122] by using non-linear additive
kernel and normalization. Other improvements to the baseline FV [122] include the
Residual Enhanced Visual Vector [19], the Scalable Compressed Fisher Vector [91],
better matching kernels [147], and better aggregation schemes [75]. Some of the best
reported instance retrieval results are still based on hand-crafted FV [147]. Next, the
matter of how CNN have been applied for the particular instance retrieval problem is
discussed.

CNN Descriptors. As opposed to the carefully hand-crafted FV, deep learning has
achieved remarkable performance for large scale image classification [79, 137]. CNN
are now considered to be the mainstream approach for large-scale image classifica-
tion. Most ImageNet submissions from 2014 onwards are based on CNN. Deep learn-
ing has achieved remarkable success in many other visual tasks such as face recogni-
tion [145, 142], pedestrian detection [119] and pose estimation [150]. After the winning
submission of Krizhevsky et al. in the ImageNet 2012 challenge [79], CNN began to
be applied to the instance retrieval problem as well.

While deep learning has unquestionably become the dominant approach for image
classification, raw image descriptors from CNN do not systematically have the upper
hand over FV in image instance retrieval. The two types of descriptors being radically
di�erent in nature, one can expect them to behave very di�erently based on specific
aspects of the problem. Unlike interest points which provide scale and rotation invari-
ance to the FV pipeline, CNN representations used in image-classification are obtained
by densely sampling a resized canonical image. CNN do not have a built-in mechanism
to ensure resilience to geometric transformations like scale and rotation, and therefore,
do not provide explicit rotation and scale invariance, which are often key to instance
retrieval tasks. Moderate levels of scale and rotation invariance for CNN features is
nevertheless indirectly achieved from the max-pooling operations in the pipeline, the
diversity of the training data which typically contains objects at varying scales and
orientations, and data augmentation during the training phase where data can be
preprocessed and input to the CNN at di�erent scales and orientations.

There has been a fair bit of work on CNN descriptors for image retrieval in recent
literature [127, 9, 48, 136, 8, 148]. Razavian et al. [127] evaluate representations ex-
tracted from CNN fully-connected layer on a wide range of tasks, including as a global
descriptor for instance retrieval, and show promising initial results. Then, Babenko
et al. [9] show that a pre-trained CNN can be fine-tuned with domain specific data
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Supervised Kernel-based Supervised Hashing (KSH) [80]
Minimal Loss Hashing (MLH) [118]
Ranking-based Supervised Hashing (RSH) [154]
Column Generation Hashing (CGH) [89]

Unsupervised Locality Sensitive Hashing (LSH) [27]
Restricted Boltzmann Machines (RBM) [63, 113]
Spectral Hashing (SH) [156]
Iterative Quantization (ITQ) [46]

Table 2.2: Methods for hashing global descriptors.

(objects, scenes, etc.) to improve instance retrieval performance on relevant datasets.
In [8], Babenko et al. show how pooled intermediate layers of a CNN can be used as a
starting representation for instance retrieval. They show that sum-pooling of interme-
diate feature maps performs better than max-pooling, when the image representation
is whitened. Note that the approach in [8] provides limited invariance to translation,
but not to scale or rotation. In MOP-CNN [48], the authors propose extracting CNN
activations using a sliding window approach at di�erent scales in the image, followed
by computing a high-dimensional VLAD representation on the local CNN descriptors.
While this results in highly performant descriptors, the starting representations are
often orders of magnitude larger than original descriptors. [7, 136] show that spatial
max pooling of intermediate maps is an e�ective representation and higher perfor-
mance can be achieved compared to using the fully-connected layers. Another very
recent work [148] proposes pooling across regional bounding boxes in the image, similar
to the popular R-CNN approach [41] used for object detection.

In summary, a typical image instance retrieval pipeline starts with the computation
of high-dimensional vectors referred to as global descriptors. However, the dimension-
ality of such descriptors is typically very high: 8192 to 65536 floating point numbers
for FV[122] and 4096 for CNN [79]. As a result, the global descriptor is typically
compressed or hashed to compact representations, typically hundreds of bits, for fast
retrieval, which is reviewed next.

2.1.2 Hashing

Extremely compact image representations such as 64-bit hashes are a definite must for
fast image instance retrieval because (1) 64 bits provide more than enough capacity
for any practical purposes, including internet-scale problems and (2) a 64-bit hash
is directly addressable in RAM and enables fast matching using Hamming distances.
Bringing such high-dimensional representations down to a 64-bit hash is a considerable
challenge: the main focus of this thesis.

While there is plenty of work on learning binary codes [53] for compressing small
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descriptors like SIFT, there is relatively little work on compression of high-dimensional
global descriptors. Proposed methods for compression of descriptors like SIFT or GIST
include [46, 153, 59, 53, 156, 80, 96, 118, 149, 14, 15]. The global descriptor data in
consideration in this work are two orders of magnitude higher in dimensionality, making
the problem significantly more challenging.

Descriptor compression techniques can be roughly grouped into two categories:
hashing and quantization. Hashing compresses raw descriptors into short binary vec-
tors with either data-independent methods like Locality Sensitive Hashing (LSH) [27]
or data-dependent methods like Iterative Quantization (ITQ) [46] and Bilinear Projec-
tion Binary Codes (BPBC) [45]. For instance, the popular ITQ first performs Principal
Component Analysis (PCA) to reduce dimensionality, then applies rotations to dis-
tribute variance across dimensions, and finally binarizes each dimension according to
its sign. Quantization based methods such as Product Quantization (PQ) [74] divide
the raw descriptor into smaller blocks and vector quantization is performed on each
block. While this results in highly compact descriptors composed of sub-quantizer in-
dices, the resulting representation is not binary and cannot be compared with ultra-fast
Hamming distance computations.

Hashing schemes can be further categorized into unsupervised and supervised (in-
cluding semi-supervised) schemes. Examples of unsupervised hashing methods are
Iterative Quantization (ITQ) [46], Spectral Hashing (SH) [156], Locality Sensitive
Hashing (LSH) [27], Restricted Boltzmann Machines (RBM) [63, 113], while some
examples of state-of-the-art supervised schemes include Minimal Loss Hashing [118],
Kernel-based Supervised Hashing [80], Ranking-based Supervised Hashing [154] and
Column Generation Hashing [89].

Next, the most important hashing techniques applied to the global descriptor com-
pression problem are reviewed. Perronnin et al. [122] propose ternary quantization of
FV, quantizing each dimension to +1,-1 or 0. The authors show that this represen-
tation results in little loss in performance. However, this results in descriptor size of
thousands of bits. Perronnin et al. also explore Locality Sensitive Hashing [27] and
Spectral Hashing [156]. Spectral Hashing performs poorly at high rates, while LSH and
simple ternary quantization need thousands of bits to achieve good performance. Gong
et al. propose the popular Iterative Quantization (ITQ) scheme and apply it to the
GIST descriptor in [46]. ITQ first performs Principal Component Analysis (PCA) to
reduce dimensionality, and subsequently learns a rotation to minimize the quantization
error of mapping the transformed data to the vertices of a zero-centered binary hyper-
cube. One drawback of this scheme is that the PCA matrix might require several GBs
of memory for high dimensional global descriptors. In subsequent work, Gong et al.
in [45] show how bilinear projections can be used to create binary hashes of VLAD [46].
Gong et al. [45] focus on generating very long codes for global descriptors, and the Bi-
linear Projection-based Binary Codes (BPBC) scheme requires tens of thousands of
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bits to match the performance of the uncompressed global descriptor. The MPEG-
CDVS standard adopted the Scalable Compressed Fisher Vector [91], which was based
on binarization of high-dimensional Fisher Vectors. The size of the compressed descrip-
tor in the MPEG-CDVS standard ranges from 256 bytes to several thousand bytes per
image, based on the operating point. Bit selection is performed greedily to maximize
pairwise Receiver Operating Characteristic (ROC) matching performance. Stacked
restricted Boltzmann machines (RBM), primarily known as powerful dimensionality
reduction techniques [132], can also be used for hashing. Next, state-of-the-art deep
learning techniques are reviewed.

2.2 Deep Learning

In this section a brief introduction is given of several notions and notations related
to neural networks and deep learning which are necessary to the understanding of the
work presented in this thesis. Section 2.2.1 introduces neural networks and supervised
learning with the Multi-Layer Perceptron (MLP). Then, Restricted Boltzmann Ma-
chines (RBM), an unsupervised learning scheme used across this thesis, is presented in
Section 2.2.2. Finally, a discussion about depth in neural nets and the methods used
to achieve it is given in Section 2.2.3.

This section is intended as a brief introduction of notions and notations related
to neural networks and deep learning which are subsequently reused throughout the
thesis. For a comprehensive guide on the state-of-the-art deep learning algorithms, the
reader may refer to the following book from Goodfellow et al. [49].

2.2.1 Multi-Layer Perceptron

A neural network is a multi-input, multi-output function h : Rn ‘æ Rm where n is the
number of input values and m the number of output values. It can be pictured as a
directed graph of connected units. Each neuron, also called unit, may receive multiple
inputs and sends a single output.

Figure 2.3: A single unit neural network.

Figure 2.3 illustrates the simplest neural network made of a single unit (hence
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m = 1). The inputs x
i

and the output a are related by a function of the following
type:

a = f(
ÿ

i

W
i

x
i

+ b)

where W
i

œ R defining a linear combination of the inputs are the weight terms, b œ R
is the bias term and f : R ‘æ R is the activation function. The output value of a unit
is often referred to as the activation of the unit. Using matrix notations, it becomes:

a = f(W Õx + b)

with W œ Rn.

A common activation function is the standard logistic function:

f(z) = 1
1 + exp(≠z)

A perceptron [128] is a binary classifier where classes can be separated based on
a threshold on the activation function. Perceptrons can express linear functions only.
More complex models can be achieved by stacking multiple layers of units such that
the activations of units from one layer become the inputs of the units of the next layer.
Such architectures are called Multi-Layers Perceptrons (MLP).

Figure 2.4: A multi-layer neural network with four input units, three hidden units and
a single output unit.

Figure 2.4 depicts a network with two layers of units.

We choose to denote by a superscript the layer a variable belongs to. Therefore,
the activations of the second layer in Figure 2.4 are given by:

a
(2)

i

= f(
ÿ

j

W
(1)

ij

x
j

+ b(1))
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or by, following the previously introduced matrix notation:

a
(2)

i

= f(W (1)

i

Õ
x + b(1))

By introducing a vector notation f(z) = (f(z
i

))
i

where z = (z
i

)
i

, we get:

a(2) = f(W (1)

Õ
x + b(1))

and thus:

a(3) = f(W (2)

Õ
a(2) + b(2))

= f(W (2)

Õ
f(W (1)

Õ
x + b(1)) + b(2))

The weight matrices W (l) and the bias terms b(l) can be adjusted by back-propagation
of a loss term. The back-propagation algorithm [129] is a supervised learning procedure
for networks of units. It repeatedly adjusts the weights of the network connections in
order to minimize the di�erence between the actual network output and the ground
truth. For each iteration of the back-propagation algorithm, all the activations are
first computed from the bottom (lower intex) to the top (higher index). The top layer
is then used to compute the error to be back-propagated from top to bottom. For each
unit, the attached error is both an indication of it’s responsibility in the overall error
and of how much it is going to be a�ected by the update. Networks are often trained
using gradient descent. The cost function for a single training example (x, y) can be
defined as follows:

J(W, b; x, y) = 1
2ÎhW,b(x) ≠ yÎ2

where h
W,b

(x) is the output of the MLP parametrized by all weight matrices W (l) and
the bias terms b(l) collectively referred to as W and b.

Given a training set of m training examples, the overall cost function can be defined
as follows:

J(W, b) =
C

1
m

mÿ

i=1

J(W, b; x(i), y(i))
D

+ ⁄

2
ÿ

l

ÿ

i

ÿ

j

1
W

(l)

ji

2
2

This definition includes the weight decay ⁄, a regularization parameter used to decrease
the importance of the weights and therefore to help prevent overfitting. Gradient de-
scent is used to minimize J(W, b). The individual parameters are updated as follows:

�W
(l)

ij

= ≠–
ˆ

ˆW
(l)

ij

J(W, b)
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Figure 2.5: A Restricted Boltzmann Machine (RBM).

�b
(l)

i

= ≠–
ˆ

ˆb
(l)

i

J(W, b)

where – > 0 is the learning rate. Although J(W, b) is a non-convex function, gradient
descent usually yields acceptable results as local minima are usually not a practical
issue for large l [28, 22].

The MLP presented in this section makes use of fully-connected layers modelled
by matrix products. For the task of image recognition in particular, restrictions of the
fully-connected model making use of strong hypothesis on the signal are preferred, as
discussed in Chapter 3.

2.2.2 Restricted Boltzmann Machine

The Restricted Boltzmann machine (RBM) [138] is a variant of the Boltzmann ma-
chine [64]. Unlike the MLP, the RBM is a form of unsupervised learning algorithm.
RBM is used for a variety of applications including dimensionality reduction [63], clas-
sification [83], collaborative filtering [132] and hashing [131].

An RBM is an undirected bipartite graphical model consisting of a layer of visible
units x and a layer of hidden or hidden units z, as shown in Figure 2.5. A set of
symmetric weights W connects x and z. For an RBM with binary visible and hidden
units, the joint set of visible and hidden units has an energy function given by:

E(x, z) = ≠
ÿ

i

c
i

x
i

≠
ÿ

j

b
j

z
j

≠
ÿ

i,j

x
i

z
j

w
ij

(2.1)

where x
i

and z
j

are the binary states of visible and hidden units i and j respectively,
w

ij

are the weights connecting the units, and c
i

and b
j

are their respective bias terms.
Using the energy function in Equation (2.1), a probability can be assigned to x as
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follows:

P (x) =
ÿ

z

exp(≠E(x, z))
Z

where Z is a “partition” term, given by summing over all possible join sets of visible
and hidden units:

Z =
ÿ

x,z

exp(≠E(x, z))

The activation probabilities of units in one layer can be sampled by fixing the states
of the other layer as follows:

P (z
j

= 1|x) = f(b
j

+
ÿ

i

w
ij

x
i

) (2.2)

Similarly, with symmetric weights:

P (x
i

= 1|z) = f(c
i

+
ÿ

j

w
ij

z
j

) (2.3)

where f(·) is the standard logistic function. RBMs can be trained by minimizing
the contrastive divergence objective [61], which approximates the maximum likelihood
of the input distribution. Alternating Gibbs sampling based on Equations (2.4) and
(2.5) is used to obtain the network states to update the parameters w

ij

, b
i

, b
j

through
gradient descent.

In [63], Hinton and Salakhutdinov proposed to build deep networks by stacking
multiple RBM, an architecture subsequently referred to as Stacked RBM (SRBM). By
reusing the layer notation of the previous section, activation probabilities between the
units z(l≠1) of layer l ≠ 1 and z(l) or layer l become:

P (z(l)

j

= 1|z(l≠1)) = f(b(l)

j

+
ÿ

i

w
ij

z
(l≠1)

i

) (2.4)

Similarly, with symmetric weights:

P (z(l≠1)

i

= 1|z(l)) = f(c(l)

i

+
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j

w
ij

z
(l)

j

) (2.5)

where W (l), b(l) and c(l) are the corresponding weight and bias terms. Training is done
greedily by minimizing contrastive divergence at every successive layer.

Additional regularization of RBM is key to learning high quality representations.
The regularization often targets low activity for the latent variables across the set of
training instances [88, 113, 60]. In [43], activations are regularized both across training
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instances and across representation units by enforcing power law distributions.
SRBM and regularisation are the object of in Chapter 5 where they are discussed

in more details.

2.2.3 Deep Neural Networks

A deep neural network can be loosely defined as any neural network that has more than
a single hidden layer. Depth is desirable to model complex functions which cannot
be e�ciently modelled by shallow architectures [10]. Nevertheless, training a deep
network end-to-end can be challenging and gradient-based training of deep supervised
neural networks had the reputation of providing poor results compared to shallower
architectures [10] until recently.

The problem posed by non-convex optimization and local minima is in fact not
a practical issue. Recent work [22] suggests that the probability of finding bad local
minima decreases with network size, and that finding the global minimum (on the
training set) is not useful in practice, and may even lead to overfitting.

The increased training time required for model convergence can also be significantly
shortened by relying on the shared-memory parallelization capabilities of modern GPU.
When using popular deep networks for image classification along with popular soft-
ware [77] on modern hardware, parallelized inferences are about twenty times faster
on GPU compared to CPU.

One of the most obvious issues is the large number of parameters and non-linearities
in deep networks, making models prone to overfitting. The gradient di�usion phe-
nomenon is another issue associated with training large networks: as the error gradi-
ent is propagated backwards through several layers, it becomes too di�use, meaning
the responsibility of di�erent units in the classification error is distributed too widely
and thinly across units of the same layer. The use of large scale data sets [130] and
aggressive data augmentation [159] is one way to reduce overfitting. Another way is
through methods such as dropout [65]. In dropout, units from fully-connected layers
are stochastically selected and set to zero during training. Dropout is a way of breaking
co-adaptations and can be seen as an approximation to geometric mean of predictions
of an ensemble of models trained with bagging. By reducing the size of the fully-
connected layers at training time, dropout also helps to reduce the gradient di�usion
issue. While dropout increases generalization, it also increases training time [24, 140].
Dropconnect was also proposed as a generalization of dropout [152]. In the case of
signal data, Convolutional Neural Networks (CNN) [84] are often preferred to fully-
connected architectures. Convolutions are also a way to reduce the connectivity which
is non-stochastic and makes use of assumptions on the data (more details on CNN in
Chapter 3).

A proper weight initialization scheme is also crucial to training deep neural net-
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works [143]. With deeper nets, poor initialization often yields negative consequences,
because (a) small changes to the network parameters amplify and inappropriate weights
initialization often prevents the network from learning, and (b) random initialization
of deep networks often leads to poorer local minima [33]. Xavier and Bengio [42]
proposed an initialization strategy that helps keeping the weight and gradient values
within reasonable range by preserving the variance from one layer to another. This
approach allows for training deeper nets from scratch and is later adapted to deep con-
volutional architectures in [58]. Recently, Google introduced batch normalization [69],
which is somehow the general case of the previous initialization concept as it enforces
the variance of activations within each layer to be unchanged across iterations. More
aggressive learning rates can be used, and training requires about one order of mag-
nitude fewer iterations. However, it requires large enough batch sizes in regards to
signal variance or number of classes. Most recently, Microsoft introduced residual
learning [57], a method for training hundreds of layers deep networks. Residual nets
involve shortcut connections, combining a layer output with its input representation,
and removing to the layer the hassle of learning identity. Inspired by dropout and
residual learning, stochastic residual learning [67] method stochastically shortcuts or
drops layers from the residual network.
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Chapter 3

Large Scale Image Classification

3.1 Introduction

Image classification consists in the association of one or several categories with an image
based on the analysis of its contents. It is generally considered a complex problem due
to the large representation gap between the raw pixels and the high-level concepts. The
ImageNet Large Scale Visual Recognition Challenge (ILSVRC) [130] is an example
of the large-scale image classification benchmark which has been popular recently.
The ImageNet dataset [30] is a large scale collection of over 14 million annotated
natural images, organized within a hierarchy of over 21 thousand classes. As shown
in Figure 3.1, it features both a wide variety of categories (plants, animals, vehicles,
places...) and very fine grain sub-categories of the same concept, such as over 100
di�erent breeds of dog. ILSVRC and the ImageNet datasets are discussed in further
details in Section 3.3.2.

Figure 3.2 shows the results to the ILSVRC challenges from 2010 to 2015. As
evidenced by the results over the years, deep neural networks became the mainstream
approach to large-scale image classification. The first deep learning based submission
referred to as AlexNet by Krizhevsky et al. [79] managed to halve the error rate from
above 25% down to 15.3% in 2012. The impact was in fact such that every submission
from 2013 onwards is based on deep learning. Results keep steadily improving every
subsequent year with 6.67% error in 2014 [144] and 3.6% error in 2015 [57] which for
the first time outperforms human accuracy on the task (5.1% error [130]). ImageNet is
used throughout this thesis both as a good generic training dataset on natural images
and as a good evaluation benchmark.

The deep learning neural networks behind these breakthroughs in visual recognition
are known as Convolutional Neural Networks (CNN). Section 3.2 presents the design
principles behind the CNN and reviews the evolutions over the years. In standard
practice, no single network will usually achieve best performance with complex tasks
like ILSVRC. Instead, most competitive submissions are some form of aggregation of

19
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Cauliflower
Great	

Pyrenees Samoyed Fireboat Restaurant

Figure 3.1: Sample of images from five classes of ImageNet-1K which illustrate the
di�culties behind the task. The classes are very diverse but can sometimes be very
close. For instance, it is hard for the human observer to distinguish breeds of dogs such
as “Great Pyrenees” and “Samoyed”. High variance is also observed within the classes.
In addition, the dataset has inherent labeling ambiguity (e.g. the bottom left image
labeled as “cauliflower” while there are also several “turtle” classes in the dataset). We
can also see cases of instance overlap (e.g. bottom right image).
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Figure 3.2: ILSVRC challenge results from 2010 to 2015 (top-5 accuracy). A mas-
sive shift from the use of handcrafted features to deep learning can be seen after the
winning AlexNet submission in 2012 [79]. In 2015, the best submissions where able to
outperform average human accuracy.
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several models. The work presented in Section 3.3 is an original contribution of this
thesis on multiple model aggregation. The work was submitted as part of the ILSVRC
2014 challenge.

3.2 Convolutional Neural Networks

Following AlexNet in 2012, all the submissions to ILSVRC are a type of CNN. Sec-
tion 3.2.1 presents the general design principles behind the CNN. The positive per-
formance of the CNN can be largely explained by their capability to learn high-level
visual representations from the data as described in Section 3.2.2. Finally, the ongoing
trends and more specific design features of CNN are discussed in Section 3.2.3.

3.2.1 Design Principles

CNN designates a particular type of MLP where the usual matrix multiplication as
presented in Chapter 2 is replaced by mathematical convolutions. The idea was im-
plemented by LeCun et al. in [84] as early as 1989 and applied to automatic ZIP
code recognition for the U.S. Postal Service. Figure 3.3 depicts a CNN following the
LeNet [86, 85] architecture also proposed by LeCun et al. It has several convolutional
layers followed by some fully-connected layers (two and three in this case) which is a
typical set up with many CNN. The fully-connected layers can be seen as a “standard”
MLP-based classifier. The convolutional part of the CNN is a succession of convolu-
tional operations and downsampling operations which are explained in the following
paragraphs.

Conv Pool Conv Pool FC FC FC

Figure 3.3: Example of LeNet CNN architecture with two convolutional layers and
three fully-connected layers.

Convolutional Layers. The convolutional layer are strongly regularized versions of
the fully-connected layers typical in MLP resulting from two assumptions:

• Stationarity: The data is assumed stationary in the two-dimensional space do-
main, a fairly standard assumption with natural images. This results in the
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output layers being organized in several two-dimensional feature maps where all
units from the same feature map share the same weights.

• Local connectivity: We assume every unit in a layer l is sparsely connected to the
units in the previous layer l ≠ 1 situated in its local neighbourhood (referred to
as the receptive field). Note that as l becomes greater, every unit is connected
to a larger receptive field of the input pixel space.

Both assumptions combined result in the matrix multiplication defining fully con-
nected layers to be replaced by a set of convolution operations. A given feature map h

is determined by the weights W of the corresponding convolutional filter, correspond-
ing bias b and unit activations x = (xm) of all the feature maps of the input layer such
that:

h
i,j

= ‡ ((W ú x)
i,j

+ b) (3.1)

where ‡ is the activation function and ú is the two-dimensional convolution operation
defined on multiple feature maps as:

(W ú x)
i,j

= (
ÿ

m

W m ú xm)
i,j

(3.2)

=
ÿ

m

(W m ú xm)
i,j

(3.3)

=
ÿ

m

ÿ

u

ÿ

v

W m

u,v

xm

i≠u,j≠v

(3.4)

An illustration of the convolutional operation with three input feature maps and a
two-by-two convolution kernel is shown on Figure 3.4 (the bias is omitted).

Figure 3.5 shows the result of the convolution of a grayscale image with two di�erent
convolution kernels (two edge detectors for di�erent orientations). The basic principle
generalizes for higher layers beyond the pixel space to learn increasingly complex image
representations as discussed in Section 3.2.2.

In practice, multiple feature maps are learnt by each layer in increasing number
as shown on Figure 3.6. It also shows that the size of the input and output feature
maps are tied and depend on the size of the convolution kernel. In practice, this is
undesirable for flexible network design and the problem is circumvented by padding
the input feature maps before applying the convolution.

The activation function originally proposed in LeNet is the hyperbolic tangent, a
sigmoid function. A more popular function for CNN since AlexNet is the Rectified
Linear Unit (ReLU) [114] defined as:

ReLU(t) =

Y
]

[
t if t > 0
0 otherwise

(3.5)
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layer l-1 layer l
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0,0 W 0
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0,0

Figure 3.4: Computation of a feature map with two-by-two convolution kernels from
3 input feature maps.

-1 -1 -1
2 2 2
-1 -1 -1

∗ =
(a) An horizontal edge detector kernel.

-1 2 -1
-1 2 -1
-1 2 -1

∗ =
(b) A vertical edge detector kernel.

Figure 3.5: Convolution of a grayscale image with two di�erent kernels.
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Figure 3.6: Illustration of a convolutional layer.

Unlike a sigmoid function, it has a constant gradient (when non-zero) which contributes
to speed up training.

Pooling Layers. As the amount of feature maps is usually increased with layer
depth, the spatial dimensionality must be reduced in order to keep layer-wise dimen-
sionality under control. Down-sampling of the feature maps is usually done by “pool-
ing”, i.e. grouping values in feature maps by blocks and aggregating the values in each
block. In addition to creating more compact representations, the pooling also intro-
duces some level of invariance to distortions and translations to improve robustness to
noise and clutter [11].

Originally, average-pooling which consists in taking the average value for each block
was proposed in LeNet. Another popular down-sampling method is max-pooling which
instead takes the maximum value. Figure 3.7 is the example of a two-by-two spatial
max-pooling operation. Following empirical results on image classification shows that
non-linear maximum pooling converges faster and improves generalization [134].

Note that aggressive striding, skipping units when computing convolutions, is

7 5

2 1

9 7

7 1
4

4 4

0 3

7 4

7 1

7 9

7 4
Y

X

Figure 3.7: A two-by-two spatial max-pooling operation is applied on a single feature
map. On the left, the input feature map spatiality is four-by-four. On the right, the
resulting feature map spatiality is reduced to two-by-two.
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also used as a spatial downsampling method, sometimes in conjunction with max-
pooling [79]. Most recent CNN do not do both as discussed later.

3.2.2 Learning Visual Representations

The good image classification results obtained with CNN can for a large part be at-
tributed to their capability to learn high-level visual representations compared with
popular handcrafted descriptors such as SIFT and HoG. Deconvolutional networks [167,
167] can be used to visualize representations learnt by the convolution filters at the
di�erent depths by approximately mapping the activities of the features back into the
image pixel space. Figure 3.8 shows deconvolutional network outputs for the five con-
volutional layers of an AlexNet model trained on ImageNet-1k. We can observe that
the first layer models the low-level statistical distribution of the images reminiscent
of Gabor wavelets. However, the representations become quickly more elaborate at
deeper levels with units specifically activating to high-level concepts (e.g. “keyboard”
to “cat”).

3.2.3 Trends in CNN Design

As previously discussed, LeNet set many of the basic design principles of CNN, many
of which are still valid today. The design of CNN was nevertheless refined over the
years, as evidenced by the improved results at ILSVRC since AlexNet in 2012. Fig-
ure 3.9 shows a few popular CNN architectures proposed between 2012 and 2014. It is
clear that many diverging choices are being made but several common trends can be
identified.

This section is a non-exhaustive review of the recent work related to CNN for
image classification. By putting into perspective the di�erent converging and diverging
design choices, we attempt to exhibit the di�erent ongoing design trends. In particular,
improvements to layer design, increased overall depth, spatial downsampling strategies,
activation functions and various tweaks impacting training are highlighted and most
of the techniques can be combined with good results.

Streamlined Layer Design. Contrary to LeNet or AlexNet which add several fully-
connected layers (essentially an MLP classifier) on top of the feature maps, the re-
cent trend moves increasingly away from fully-connected layers in favour of a mostly
convolution-based architecture. Starting from 2014, a number of networks trained on
ImageNet-1k use no more than a single 1000-units fully-connected layer, usually af-
ter average pooling of the highest-level feature maps, which directly feeds a softmax
layer [92, 58, 57].

While AlexNet originally preferred larger convolutional kernels (up to eleven-by-
eleven), more recent CNN favour smaller three-by-three convolutional kernels [137,
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Figure 3.8: Convolutional filters visualized using a deconvolutional network. Filters
are randomly sampled from the 5 convolutional layers of AlexNet trained on ImageNet-
1k. The nine images which maximize the activation of each filter are shown. Note that
the receptive field becomes wider when the layer is deeper. The first layer models the
low-level features such as edges or gradients. Deeper units activate to more elaborate
high-level concepts. Images are from [167].
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Figure 3.9: Di�erent popular CNN architectures: Alexnet [79], VGG [137] and Google-
LeNet [144]. The design of CNN can vary substantially but steadily increasing depth
is a common trend amongst others.
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58, 57]. Multiple layers of three-by-three convolutions are often stacked without in-
terleaving spatial downsampling layers (such as max-pool). This setup is not strictly
equivalent to larger convolutions mainly due to the additional nonlinearities.

one-by-one “convolutional” kernels have also been proposed with the Network-in-
Network model [92] and are in increasingly common use with good results [144, 57].
They are e�ectively a combination of the di�erent feature maps and are mostly used
to control (reduce [144, 57] or increase [57]) the amount of feature maps.

Ever Deeper Networks. The depth of CNN has also been steadily increasing from
the 8 layers of AlexNet. The most noteworthy contribution in the field is the Residual
Networks (ResNet) [57]. They introduce “projection shortcuts” making the learning
of identity layers easier and e�ectively removing a barrier for training deeper models.
ResNet won the ILSVRC 2015 challenge and their single best-performing model was
152 layers deep.

Recent work on Stochastic ResNet [67], an extension of unit dropout to dropping
entire layers, showed that very deep networks can be trained e�ectively (more than
1000 layers) even on smaller datasets.

Improved Spatial Downsampling. Controlling spatial dimensionality can typi-
cally be achieved either via pooling or striding. Unlike AlexNet which does both (pre-
sumably due to hardware memory constraints), most recent CNN do either of the two.
While max-pooling seemed to be the favoured approach (e.g. VGG or GoogLeNet), the
recently proposed ResNet only uses convolutions and striding. The idea is to let the
network learn the pooling strategy rather than enforce it a priori. Empirical results
suggest that CNN maximum pooling layers can be replaced by convolutional layers
with large strides without accuracy loss [139]. The choice is also possibly influenced
by the popularization of generative CNN models [125] for which irreversible pooling
operations are undesirable.

We can also cite several works related to introducing stochastic behaviors during
pooling [166, 158, 165] and to learning the downsampling operations [87, 50].

Better Activation Units. Several extensions have been proposed to ReLU:

• Leaky ReLU (LReLU) [102] allows for a small, non-zero gradient when the unit
is saturated and not active.

• Parametric ReLU (PReLU) [58] where the negative slope is learned during train-
ing via back-propagation at the expense of making the network more prone to
overfitting.

• Randomized ReLU (RReLU) [161] where the negative slope parameter is ran-
domly sampled during training, is an e�ective regularizer.
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Figure 3.10: Adaptive fusion of multiple CNN. The process has three successive stages:
(1) patch aggregation, (2) model fusion and (3) output rectification. Reported numer-
ical results are for the ImageNet-1k validation set (top-5 classification error).

Tweaks Improving Training. A number of techniques such as bach normaliza-
tion [69] and better weight initialization schemes [58] have been proposed mostly to
improve training times and also improve results on deeper nets, and are now commonly
used across newer models.

3.3 Adaptive Fusion of CNN

CNN are currently the method of choice for visual recognition tasks including large-
scale image classification. As seen in Section 3.2.3, the design choices made play an
important role. However, single CNN usually don’t achieve best classification perfor-
mance by themselves as evidenced by submissions to ILSVRC. Best performing models
are in fact almost always an aggregation of multiple models.

In this section we propose a method to combine the predictions of multiple CNN.
The pipeline is a hierarchical, multi-stage process described in Section 3.3.1. The
method was designed with ImageNet-1k benchmark in mind and was submitted at
ILSVRC 2014 as “Large Scale Image Classification on a Shoestring” [105] and allowed
our team to rank 9th at the classification task.

3.3.1 Method

In this section, we propose a method for the fusion of multiple CNN. The overall
process which is represented in Figure 3.10 has three successive stages:
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Center crop Padded Squished
Original image (VGA)

Figure 3.11: Three di�erent strategies for extracting square CNN input from a non-
square image. Each has its advantages and downsides.

1. A patch aggregation step during which predictions of multiple patches of the
original image are aggregated for each CNN.

2. A model fusion step where the aggregated output for each CNN is fused into a
single prediction.

3. An output rectification step to rescale probabilities based on the expected class
recall rates.

Image Patch Aggregation. Di�erent images have changing aspect ratios while
CNN take inputs of fixed size (usually squared). This fact alone means that the input
image must usually be transformed (beyond just isotropic scaling) before being fed into
a CNN. Several patch extraction strategies can be devised but each has its advantages
and downsides. For instance, as depicted on Figure 3.11, one may want to:

1. preserve all the pixels from the original image;

2. use uniform vertical and horizontal scaling;

3. or avoid padding with artificial data.

While it is possible to do any two of the above (“center crop” complies with 2 and 3,
“padded” with 1 and 2, and “squished” with 1 and 3), it is unfortunately impossible
to do all three at the same time.

There is in fact no single best patch extraction strategy. Instead, aggregating
the predictions obtained from several patches is a common practice. For instance,
Krizhevskhy et al. [79] proposes an aggregation scheme for the AlexNet model which
computes the average of the prediction of 10 di�erent 224◊224 crops extracted from the
original 256◊256 image. This strategy improves the top-5 error score on ImageNet-1k
from 18.3% down to 17.0% [79].

Our method refines the approach by extracting 34 patches (Figure 3.12) from every
image at di�erent scales and positions. First, we define the parametrized softmax for
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Figure 3.12: The 34 patches extracted from the original image. They are taken at
di�erent scales and positions, with or without padding. The dataset mean pixel value
is used for padding.
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(3.7)

This is a variant of the usual softmax normalization where the “hardness” of the
normalization can be tuned via the parameter –.

In our method, the activation vector (f
i,j

)
jœ[1,1000]

for the last full-connected layer
prior to softmax normalization (usually referred to as “fc8”) is extracted for each patch
i œ [1, 34]. We subsequently aggregate the vectors in three steps using hyperparame-
ters.

Parametrized softmax is applied across the classes to each individual patch i œ
[1, 34]:

x–

i

= softmax
–

(f
i

) (3.8)

where – is the softness parameter for class-wise normatization. It is usually parametrized
“softer” than the regular softmax (– < 1) implying that enhancing the probability of
the less-well ranked classes is useful.

Next, we normalize activations across patches for each class j œ [1, 1000] in a similar
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fashion:

y–,—

j
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) (3.9)

where — is the softness parameter for patch-wise normalisation.
Finally, the activation for the di�erent crops are combined with a linear combination
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The output vectors z–,—,“

j

is subsequently L
1

normalized to re-scale the class probabil-
ities for each image.

The parameters –, — and “ are tuned by local search with multiple random initial-
izations for each model.

Model Fusion. Once patch aggregation is performed for each model m, the class
probability vectors Z

m

for each models are merged with a linear combination with
parameters µ

i

:
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ÿ

m

“
m

Z
m

(3.11)

The parameters µ of the linear combination for model fusion are adjusted in a similar
fashion to the patch aggregation parameters.

Output Rectification. During the final step, we rescale class-wise probabilities
so that class recall rates are consistent with the ones encountered in the dataset.
Figure 3.13, shows the distribution of the class recall rates in the top-n predictions
for various n on the ImageNet-1k validation set for which all classes are equiprobable.
We observe that the higher the value of n, the more skewed the distribution becomes
which can be indicative of a bias. In the case of ILSVRC which evaluates submissions
based on the top-5 error rate (five separate guesses are allowed per instance), we would
thus normalize each class predictions with the actual top-5 results.

3.3.2 Evaluation Framework

The ImageNet-1k dataset was used for the evaluation and the model was subsequently
submitted to ILSVRC 2014. The ImageNet-1k dataset contains 1000 di�erent classes
spread across 1.2 million training set instances, 50,000 validation set instances and
100,000 test set instances. Classes are equiprobable in the validation test and the test
set.
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Figure 3.13: Class recall rates in the top-n predictions for n = 1 to 10 (bottom to
top) on the ImageNet-1k validation set which has equiprobable class occurence. We
observe that the higher the value of n, the more skewed the distribution becomes.

The whole adaptive fusion pipeline used the validation set for parameter tuning.
All the reported error figures correspond to the top-5 metric used for ILSVRC. The
numerical results which are reported are for the validation set. Challenge results (on
the test set) are also reported.

The eleven models described below were used for the aggregation.

AlexNet is provided as a Ca�e package [77]. It is a close replication of the ILSVRC
2012 contest winning model [79], the main di�erences being it is a single column
architecture (no model parallelism) and it has been trained without RGB altering
data augmentation. It is an eight layer network, with five convolutional layers
and three fully-connected layers.

Ca�eNet model is provided as a Ca�e package. Its architecture is very similar to the
AlexNet one; the main di�erence being pooling is done before normalization. It
performs slightly better than AlexNet.

CCV model is part of the eponymous library libccv [94]. It has more parameters than
AlexNet, with smaller filters on the first layer and less aggressive convolution
stride.

The next two models come from the New York University Computational Intelli-
gence, Learning, Vision, and Robotics Laboratory (CILVR Lab) [135]. They are both
twice as large as AlexNet. They were trained with the Torch library [23].
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Method Top-5 error (%) Improvement (%)
Multiple patches, multiple models, rectification 11.3 26.5
Multiple patches, multiple models 11.4 26.0
Multiple patches, single model 12.1 21.2
Single crop, single model (best) [17] 15.4 0

Table 3.1: ImageNet-1k classification error associated to di�erent stages of the fusion
pipeline. The improvement is computed in relation with the best performing single
CNN architecture which is VGG-CNN-Slow [17].

Overfeat-Fast model is eight layers deep and has significantly more filters in the last
three convolutional layers compared to Zeiler architecture [167].

Overfeat-Accurate is deeper than Overfeat-Fast, with a total of nine layers (six
convolutional layers and three fully-connected layers). Its first convolutional
layer stride is also less aggressive.

The last 6 models are from Oxford University Visual Geometry Group (VGG) [17].
They are provided as a Ca�e [77] package on the Ca�e model zoo platform. They
are all based on an eight-layer architecture inspired from AlexNet, with significantly
larger fully-connected layers. They are based on three architectures: CNN-Fast, CNN-
Medium and CNN-Slow.

VGG-CNN-Fast model architecture is similar to AlexNet with a comparable number
of convolutional filters, and significantly larger fully-connected layers.

VGG-CNN-Medium model architecture is similar to VGG-CNN-Fast, with twice
as many filters for the last three convolutional layers.

VGG-CNN-Medium-2048 model has the same architecture as VGG-CNN-M, with
reduced fc7 layer size (2048 instead of 4096).

VGG-CNN-Medium-1024 model has the same architecture as VGG-CNN-M, with
reduced fc7 layer size (1024 instead of 4096).

VGG-CNN-Medium-128 model has the same architecture as VGG-CNN-M, with
reduced fc7 layer size (128 instead of 4096).

VGG-CNN-Slow is similar to VGG-CNN-M, the di�erences being a larger pooling
kernel size on the first and last convolutional layers and a less aggressive stride
on the second convolutional layer.
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Table 3.2: Relative weight associated to each model during model fusion.
Model Aggregation weight (%)
VGG-CNN-M 1.2
VGG-CNN-M-2048 28.1
VGG-CNN-M-1024 0.7
VGG-CNN-M-128 0.6
VGG-CNN-F 0.0
VGG-CNN-S 34.3
CCV 0.0
AlexNet 0.0
Ca�eNet 0.0
Overfeat-S 17.5
Overfeat-L 17.5

3.3.3 Empirical Results

Table 3.1 shows that every step of the fusion process leads to improvements. The most
significant performance improvement comes with the patch aggregation step (+21.2%
over single crop baseline), then with model aggregation (+26.0%). Our adaptive patch
aggregation scheme performs notably better than the crop averaging scheme proposed
in [17]: 12.1% error against 13.1%.

Table 3.2 shows the relative weight associated to each model during model fusion.
The best performing and largest models are given more importance (higher weights)
than the smaller ones. Some older models such as AlexNet are completely ignored (zero
weight). Note the single best performing model (VGG-CNN-S) is given the highest
weight, but significant weight is also attributed to other well performing models such
as Overfeat and VGG-CNN-M-2048.

Table 3.3 shows the best submission of each team participating to the LSVRC 2014
image classification contest. Our team achieves 11.326% top-5 error earning the 9th
place. Note that our submission outperforms the best submission from 2013 (11.743%
top-5 error) which is not publicly documented and was not included in the model.
The contest results which are computed on the test set are very consistent with our
validation set results which shows that our method did not su�er from overfitting
during parameter tuning on the validation set.

3.4 Summary and Discussion

This chapter presents the design principles behind the CNN which recently became the
method of choice for large-scale image classification tasks, and puts into perspective
the related work carried out over recent years. We also propose an original multi-
stage approach for the fusion of the output of multiple CNN. Submitted as part of
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Table 3.3: LSVRC 2014 top-5 classification error results.
Organization Team name Top-5 classification error

Without external training data

Google GoogleLeNet 0.06656
Oxford University VGG 0.07325
Microsoft MSRA Visual Computing 0.0806
Howard Vision Technologies Andrew Howard 0.08111
Baidu DeeperVision 0.09508
National University of Singapore NUS-BST 0.09794
Toyota Technological Institute TTIC_ECP-EpitomicVision 0.10222
University of Queensland XYZ 0.11229
I2R - UPMC BDC 0.11326
University of Amsterdam UvA-Euvision 0.12117
Lunit Cldi-KAIST 0.13949
Sun Yat-Sen University SYSU_Vision 0.14446
Orange ORANGE-BUPT 0.15158
Libccv Libccv 0.16032
Lenovo PassBy 0.16705
Fengjun Lv Consulting Fengjun Lv 0.17352
Ben Graham-University of Warwick DeepCNet 0.17481
Brno University of Technology Brno 0.17647
University of Tokyo MIL 0.18278
South China University of Technology SCUT_GLH 0.18784

With external training data

Chinese Academy of Sciences CASIA_CRIPAC 0.11358
Chinese Ministry of Public Security Trimps-Soushen 0.1146
Adobe Adobe-UIUC 0.11578
Orange ORANGE-BUPT 0.14797
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the ILSVRC 2014 challenge, results show that the approach can significantly improve
classification results.

As discussed in the previous chapter, the good performance of CNN is largely
due to their capability to learn appropriate high-level visual representations from the
data. A stream of recent works show that the representations learnt on one particular
classification task can transfer well to other classification tasks [1, 164, 167, 127]. In
the following chapters, we study the transferability of representations learnt by CNN
to image instance retrieval, a visual task of a di�erent nature.



Chapter 4

Global Image Descriptors: CNN vs
Fisher Vectors

4.1 Introduction

With deep learning becoming the dominant approach in computer vision, the use
of representations extracted from Convolutional Neural Nets (CNN) is quickly gaining
ground on Fisher Vectors (FV) as favoured state-of-the-art global image descriptors for
image instance retrieval. While the good performance of CNN for image classification is
unambiguously recognized, which of the two has the upper hand in the image retrieval
context is not entirely clear yet. In this chapter, we propose a comprehensive study,
which systematically evaluates FV and CNN for image retrieval.

First, we compare the performances of FV and CNN on multiple publicly available
data sets. We investigate a number of details specific to each method. For FV, we
compare sparse descriptors based on interest point detectors with dense single-scale
and multi-scale variants. For CNN, we focus on understanding the impact of depth,
architecture and training data on retrieval results. Our study shows that no descriptor
is systematically better than the other and that performance gains can usually be
obtained by using both types together. The second part of the study focuses on the
impact of geometrical transformations such as rotations and scale changes. FV based
on interest point detectors are intrinsically resilient to such transformations while CNN
do not have a built-in mechanism to ensure such invariance. We show that performance
of CNN can quickly degrade in presence of rotations while they are far less a�ected
by changes in scale. The key findings from our study are summarized in Table 4.1
intended as a quick reference guide for practical guidelines on the use of FV and CNN
for image retrieval.

39
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Questions Observations and Recommendations

Best practices for CNN descriptors
Best single crop strategy? The largest possible center crop (discarding parts of the image

but preserving aspect ratio) or the entire image (preserving the
entire image but ignoring aspect ratio) work comparably, both
outperforming padding (preserving both).

Best performing layer? The first fully-connected layer is a good all-round choice on all
the tested models.

Do deeper networks help? Only if the training and test data are similar. Otherwise, extra-
depth can hurt performance.

How much does training data matter? Training data has significant impact on performance. Results
also suggest that deeper layers are more domain specific.

Best practices for FV interest points
Dense or sparse interest points? It depends on the data set. If scale and rotation invariance are

not required, and the data are highly textured, dense sampling
outperforms DoG interest points.

Single-scale or multi-scale interest
points?

Multi-scale interest points always improve performance.

CNN versus FV
How do state-of-the-art CNN and FV
results compare on standard bench-
marks?

It depends on the characteristics of the data set.

Does combining FV and CNN improve
performance?

Yes, combining FV with state-of-the-art CNN descriptors can
improve retrieval performance often by a significant margin.

Invariance to rotations
How invariant are CNN features to ro-
tation?

CNN features exhibit very limited invariance to rotation, perfor-
mance drops rapidly as query rotation angle varies.

Are CNN or FV more invariant to ro-
tation?

FV based on DoG interest points are robust to rotation changes,
as would be expected. CNN descriptors are more robust to rota-
tion changes than FV based on dense sampling.

Are deeper CNN layers more invariant
to rotation?

The fully-connected layers exhibit similar invariance properties
to rotation. Visual features (pool5) are slightly more robust to
small rotation angles but significantly less robust to larger angles.

Invariance to scale changes
How scale-invariant are CNN features? CNN descriptors are robust to scale change and work well even

for small query scales.
Are CNN or FV more scale-invariant? CNN descriptors are more robust to scale changes than any FV.

All FV variants experience a much sharper drop in performance
as query scale is decreased compared to CNN features.

Are deeper CNN layers more scale-
invariant?

Visual features (pool5) are more scale-invariant than the deeper
fully-connected layers.

Table 4.1: Summary of experimental results and key findings.
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4.2 Evaluation Framework

We evaluate the performances of the descriptors on four popular data sets: Holidays,
Oxbuild, UKBench and Graphics. The four data sets are chosen for the diversity of
data they provide: UKBench and Graphics are object-centric featuring close-up shots
of objects in indoor environments. Holidays and Oxbuild are scene-centric data sets
consisting primarily of outdoor buildings and scenes. Retrieval data sets are further
described in Section A.

4.2.1 Fisher Vectors

FV are a concatenation of first and second order statistics of a set of feature descriptors
quantized with a small codebook. All images are resized (maintaining aspect ratio) so
that the larger dimension of the image is equal to 640 pixels prior to FV extraction.
We use the implementation of FV from the open source library VLFeat [151]. SIFT
detectors and descriptors are also chosen from the same library. The three di�erent
types of SIFT descriptors used to generate the FV are Di�erence of Gaussians (DoG)
SIFT, Dense Single-scale SIFT and Dense Multi-scale SIFT.

• DoG SIFT. We detect interest points in the DoG scale space, followed by 128-
dimensional SIFT descriptors extracted from scaled and oriented patches cen-
tered on interest points. Default peak and edge thresholds (0 and 10) are em-
ployed to filter out low contrast patches or patches close to the edge of the image.
Since the DoG detector extracts scale and rotation invariant interest points, it
has been widely applied for the task of instance retrieval. It is important to
note that we do not use any feature selection algorithm to select a subset of
“good” features - an approach that can result in a significant improvement in
performance on the Graphics dataset [35].

• Dense Single-scale SIFT. We extract SIFT descriptors from densely sampled
patches (every four pixels) with fixed scale and upright orientation. The patch
size used for the extraction is m ◊ s where s is the scale parameter and m is the
magnification parameter. We choose the default magnification parameter m = 6
across all dense SIFT descriptors. s = 4 is chosen for single-scale SIFT. Dense
SIFT is faster to compute than DoG SIFT as the expensive interest point detec-
tion step is avoided - however, this comes at the cost of lower scale and rotation
invariance. Note that dense SIFT is mostly popular for image classification tasks.

• Dense Multi-Scale SIFT. We apply dense SIFT extraction at multiple resolu-
tions (s = {4, 8, 12, 16}). This is aimed at gaining some degree of scale invariance.

Closely following [74, 122], we apply dimensionality reduction on SIFT descriptors
from 128 to 64 using PCA, and train a Gaussian Mixture Model (GMM) with 256
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Architecture Training Layer Size
parameters depth (conv+fc) input size training set classes data size pool5 fc6 fc7 fc8

OxfordNet 138M 13+3 224 ◊ 224 ◊ 3 ImageNet 1000 1.2M 7 ◊ 7 ◊ 512 4096 4096 1000
AlexNet 60M 5+3 227 ◊ 227 ◊ 3 ImageNet 1000 1.2M 6 ◊ 6 ◊ 256 4096 4096 1000
PlacesNet 60M 5+3 227 ◊ 227 ◊ 3 Places-205 205 2.4M 6 ◊ 6 ◊ 256 4096 4096 205
HybridNet 60M 5+3 227 ◊ 227 ◊ 3 Both 1183 3.6M 6 ◊ 6 ◊ 256 4096 4096 1183

Table 4.2: Details on architecture, training set and layer size of the CNN.

centroids. Both first order (gradients w.r.t. mean) and second order (gradients w.r.t.
variance) statistics are encoded to form the FV, resulting in a 64 ◊ 256 ◊ 2 = 32768-
dimensional vector representation for each image. Finally, we apply power law normal-
ization to each component (– = 0.5), followed by L

2

normalization to obtain the final
normalized FV representation [122]. Each dimension of the FV is stored as a floating
point number. No compression is applied. We refer to the three FV as FVDoG (FV
computed on DoG points), FVDS (FV computed densely at a single scale) and FVDM
(FV computed densely at multiple scales) from here on.

4.2.2 Convolutional Neural Network Descriptors

In this work, four di�erent pre-trained CNN models are considered for the instance
retrieval problem:

• OxfordNet [137]: the best performing single network from the Oxford VGG team
at ImageNet 2014.

• AlexNet [79]: the model referenced as “BVLC reference ca�enet” in the Ca�e
framework [77]. This model was the winning ImageNet submission of 2012. This
network closely mimics the original AlexNet model of [79].

• PlacesNet [172]: a state-of-the-art model for scene image classification providing
highest accuracy on the SUN397 dataset [160].

• HybridNet [172]: another model for both object and scene images classification,
outperforming state-of-the-art methods on the MIT Indoor67 dataset [124].

Details on the architecture, training set and layer sizes of the CNN are summarized in
Table 4.2.

These state-of-the-art models are chosen as they allow us to run interesting control
experiments, where the CNN architecture or training data are varied. PlacesNet and
HybridNet share the same architecture as AlexNet [172], while being trained on dif-
ferent data. OxfordNet and AlexNet are trained on the same data, but have di�erent
architectures: compared to AlexNet, OxfordNet is deeper, has twice as many layers,
twice the number of parameters, and achieves better image classification performance
in the ImageNet 2014 contest [137].
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The four models are trained di�erently, using the ImageNet [30] and Places-205 [172]
data sets. With categories like “Amphitheater”, “Jail cell” or “Roof garden”, Places-
205 is a scene-centric data set, while ImageNet, featuring categories such as “Vending
machine”, “Barn spider” or “Chocolate syrup”, is more object-centric. Places-205 is
twice as large as ImageNet, but has five times fewer classes. OxfordNet and AlexNet
are trained on ImageNet. HybridNet is trained on a combination of ImageNet and
Places-205 data: the resulting data set being three times larger than ImageNet alone,
and having a larger variety of classes.

Given an input image, we first resize it to a canonical resolution, compute the
feed-forward neural network activations, and extract the last four layers for each CNN
model. We refer as pool5, fc6, fc7 and fc8 outputs of the last four layers of each
network (as denoted in Ca�e). pool5 is the output of the last convolutional layer after
pooling, and fc6, fc7, fc8 are outputs of the fully-connected layers. Contrary to fully-
connected layers, pool5 still contains explicit spatial information from the input image.
The size of the last layer fc8 is equal to the number of classes. All descriptors are
extracted after applying the rectified linear transform, and L

2

normalized.

4.3 Experimental Results

4.3.1 Best Practices for CNN Descriptors

Image cropping strategy. CNN pipelines take input images at a fixed resolution
(see Table 4.2). We wish to determine which single-crop strategy works best for the
purpose of instance retrieval where images may vary in size and aspect ratio. We
consider the following three di�erent cropping strategies illustrated in Figure 4.1. Nu-
merical values are given to fit OxfordNet.

224

224

Center crop Padded Squished
Original image (VGA)

Figure 4.1: Di�erent single-crop strategies used for input into CNN pipelines.

• Center: the largest 224 ◊ 224 center crop after rescaling the image to 224 pixels
for the smaller dimension while maintaining aspect ratio.

• Padded: the original image is resized to 224 pixels for the larger dimension main-
taining aspect ratio and any unfilled pixels are padded with a constant value
equal to the training set mean.
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• Squished: the original image is resized to 224 ◊ 224.

Each strategy has its drawbacks: Center crop discards information at the periphery,
Squished ignores aspect ratio, and while preserving overall image content and aspect
ratio, Padded introduces border artifacts.

pool5 fc6 fc7 fc8

0.65

0.7

0.75

0.8

0.85

Layer

M
e
a
n
 A

ve
ra

g
e
 P

re
ci

si
o
n

Holidays

 

 

Center
Padding
Squish

Figure 4.2: mAP for di�erent layers of OxfordNet, for di�erent single-crop strategies on
the Holidays data set. We observe that Center crop and Squished perform comparably.

In Figure 4.2, we plot mAP for di�erent layers of OxfordNet, for the Holidays data
set. We note that Center and Squished perform comparably, outperforming Padded.
The trend is consistent across the di�erent network layers. We observe similar results
for other data sets and CNN models. Most data sets in this study have a center bias for
the object of interest, explaining the best performances of the Center cropping strat-
egy. Center crop is selected as the single-crop model input strategy for the following
experiments.

Influence of CNN layer. In Figure 4.3, CNN descriptors extracted from di�erent
layers are compared for image instance retrieval. The descriptors from layers pool5,
fc6, fc7 and fc8 are extracted from four models OxfordNet, AlexNet, HybridNet and
PlacesNet on di�erent data sets.

We note that for each network, intermediate layers perform best for instance re-
trieval. Such a sweet spot is intuitive as the final layer represents high level semantic
concepts, while intermediate convolutional and fully-connected layers provide rich rep-
resentations of lower level image information. In most cases, intermediate layer fc6
performs significantly better than pool5 and fc8 and marginally better than fc7. For
Graphics, performance drops with increase in depth, as all four CNN models are learnt
on natural image statistics, while the Graphics data set is biased towards data like CD
covers, DVD covers, business cards, and dense text in newspaper articles.
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Figure 4.3: mAP for the last four layers of state-of-the-art publicly available CNN.
OxfordNet and AlexNet are trained on the same data, while PlacesNet, HybridNet and
AlexNet have the same network architecture, but are trained on di�erent data. We
note that performance improves by using deeper networks, and by training on domain
specific data, but only if training and testing data have similar characteristics.
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Influence of depth. We compare OxfordNet and AlexNet results in Figure 4.3.
OxfordNet and AlexNet are both trained on the same 1.2 million images from the
ImageNet data set, but with a variation in the number of layers: sixteen and eight layers
respectively. We note that OxfordNet outperforms AlexNet on all data sets, except
Graphics. On Graphics, the performance of OxfordNet is worse, strongly suggesting
that deeper models have the potential of achieving higher discriminativeness on domain
specific data at the expense of less generalisability on non-specific data.

Influence of training data. For this experiment, we compare AlexNet with Places-
Net in Figures 4.3. AlexNet, and PlacesNet use the same 8-layer CNN architecture,
but are trained on di�erent data. We observe that PlacesNet outperforms AlexNet on
Holidays and Oxbuild data sets. This shows that using training data more represen-
tative of the test data can improve performance significantly, as Holidays and Oxbuild
are scene-centric. On the object-centric UKBench and Graphics data sets, PlacesNet
performs worse than AlexNet due to the mismatch between training and testing data.

Further, in Table 4.3, we compare our results to the CNN retrieval results presented
in [9]. In [9], Babenko et al. fine-tune a pre-trained AlexNet model based on ImageNet
training data with domain specific images, e.g., landmarks and objects. As shown
in Table 4.3, the authors are able to improve retrieval performance over the AlexNet
baseline model, on Holidays and UKBench by fine-tuning with landmark and object
data respectively. However, the resulting trade-o� is a loss in performance on Holidays
when fine-tuning with object data and vice-versa, suggesting improvements coming
from domain specific fine-tuning are obtained at the expense of lower performance on
other data sets.

The comparison of AlexNet, PlacesNet and HybridNet shows that AlexNet and
HybridNet perform comparably on the two object related data sets, and HybridNet
outperforms PlacesNet on the two scene related data sets. HybridNet significantly
and systemically outperforms average combination of AlexNet and PlacesNet scores.
In three out of four data sets, HybridNet outperforms the deeper model OxfordNet,
which was trained on ImageNet only. From these observations, it can be concluded
that (1) retrieval accuracy improves with the quantity and variety in the training data
set, potentially even if additional training data are less related to target retrieval task
(2) larger quantity and variety of training data can be more beneficial than deeper
architecture. ImageNet and Places data sets alone being considered as large data sets
(1M+ images), this experiment underlines the importance of large scale training data
for learning high quality deep representations.

4.3.2 Best practices for FV Interest Points

CNN features are obtained by dense sampling over the image. Contrary to CNN,
FV allows for di�erent sampling strategies, including dense sampling. In Table 4.3,
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Descriptor Dim Holidays UKBench Oxbuild Graphics

OxfordNet 4096 0.80 3.54 0.46 0.33
AlexNet 4096 0.76 3.38 0.42 0.37
HybridNet 4096 0.81 3.39 0.48 0.36
PlacesNet 4096 0.80 3.11 0.46 0.33
CNN (Fine-tuned
on Landmarks) [9] 4096 0.793 3.29 0.545
CNN (Fine-tuned
on Objects) [9] 4096 0.754 3.56 0.393

FVDoG 32768 0.63 2.8 0.42 0.66
FVDS 32768 0.73 2.38 0.51 0.20
FVDM 32768 0.75 2.45 0.55 0.32

Table 4.3: CNN and FV results for instance retrieval. 4 ◊ Recall @ 4 for UKBench,
and mAP for other data sets.

we study if such an approach is also e�ective for FV. The performances of di�erent
FV interest point sampling strategies (FVDoG, FVDS and FVDM) are compared in
Table 4.3.

Dense sampling (FVDS and FVDM) improves performance over FVDoG on Hol-
idays and Oxbuild data sets, while hurting performance on Graphics and UKBench.
Single scale dense sampling (FVDS) and multi-scales dense sampling (FVDM) perform
comparably, except on Graphics with a significant di�erence in favor of multi-scale
sampling.

The gradually and significantly increasing performances of FVDS, FVDM and FV-
DoG on Graphics are explained by the fact the data set involves frequent rotations
of objects of interest, and a strong bias toward the center. The better performance
of FVDS over FVDoG on both Holidays and Oxbuild suggests that objects of interest
occur roughly at the same scale. This is credible as the data sets consist mainly in
landmarks.

Dense sampling is e�ective for data sets like Holidays which consist primarily
of outdoor scenes, and are mainly composed of highly textured patches. The im-
provement in performance of dense sampling approaches can also be attributed to the
discriminativeness-invariance trade-o�. Where retrieval does not require scale and ro-
tation invariance, and data are highly textured over the entire image, performance can
be improved by dense sampling. Sampling at multiple scales also seems to consistently
improve results over single scale sampling for dense descriptors.

4.3.3 Comparisons to State-of-the-Art

Fusion of FV and CNN. In Figure 4.4, we present retrieval results obtained by
combining FVDoG, FVDS, and FVDM individually with OxfordNet fc6 features. We
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employ a simple early fusion approach where the FV and CNN features are concate-
nated after weighting by – and (1 ≠ –) respectively. – = 0 corresponds to using just
FVDoG, FVDS or FVDM features individually, while – = 1 corresponds to just the
OxfordNet feature. This early fusion scheme is also equivalent to weighting the squared
L

2

distance measure for matching by – and 1≠– for FV and CNN features respectively.
The goal of this experiment is to show that performance can be significantly im-

proved by combining FV and CNN features, and not necessarily to achieve highest
performance on these retrieval benchmarks. Peak performance presented in Figure 4.4
can be improved by

• database-side rotation and scale pooling which is significantly helpful (see Chap-
ter 6),

• better CNN models than OxfordNet on individual data sets (see Table 4.3),

• better FV based on Hessian A�ne interest points [103] instead of DoG points
used in this study [151],

• better FV with more sophisticated aggregation techniques [75],

• combining all FV and CNN descriptors together,

• using more sophisticated fusion and ranking techniques for combining results,
like the one proposed in the recent paper [162].

All four data sets show an improvement in peak performance by combining FV
and CNN features. The maximum performance is achieved for – = 0.4 for the Holi-
days, UKBench and Oxbuild data sets, and – = 0.3 for the Graphics data set, using
di�erent FV. There is a significant improvement in performance by combining FV and
CNN features on all data sets except Graphics. The results suggest that a simple
hyper-parameter can be used to combine FV and CNN across data sets with similar
characteristics. Also, – = 0.4 suggests that both FV and CNN contribute significantly
to high retrieval performance.

Note that

• FVDoG is the only FV descriptor for which it consistently exists an – value
improving performance over individual descriptors when combined with CNN
descriptor and

• in average, combinations involving FVDoG yield higher improvement over best
individual descriptor compared to combinations involving FVDS or FVDM.

This suggests that CNN descriptors, densely sampled over the input images, lack some
of the invariance coming along with Di�erence of Gaussian FV sampling. Invariance
properties of both CNN and FV are further investigated in following sections.
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Figure 4.4: Combining di�erent FV with OxfordNet fc6 with early fusion. FV and
OxfordNet features are concatenated with weights – and 1 ≠ – respectively. – = 0
refers to just using FVDoG, FVDS or FVDM above, while – = 1 refers to just the
OxfordNet fc6 feature. We observe that retrieval performance improves on all data
sets by combining FV and CNN.
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Descriptor Dim Holidays UKBench Oxbuild

Bag-of-words 1M [117] 1M 3.19
VLAD baseline [73] 8192 0.526 3.17
Fisher baseline [73] 8192 0.495 3.09
Fisher baseline (ours) 32768 0.63 2.8 0.42
Fisher ADC (320 bytes) [74] 2048 0.634 3.47
Fisher+color [52] 4096 0.774 3.19
VLAD++ [5] 32768 0.646 0.555
Sparse-coded features [38] 11024 0.767 3.76
Triangulation Embed [75] 8064 0.77 0.676
Triangulation Embed [75] 1920 3.53
Best CNN results 4096 0.81 3.54 0.48
from this study
across all CNN
Fusion of OxfordNet and 32768+ 0.85 3.71 0.59
Baseline FV 4096

Table 4.4: State-of-the-art results. mAP for Oxbuild and Holidays, and 4◊ Recall @4
for UKBench

Comparisons to state-of-the-art. Table 4.4 compares state-of-the-art results re-
ported on Holidays, UKBench and Oxbuild. A wide range of approaches starting from
Bag-of-words [117] to latest FV aggregation methods [75] is included. Also included
is the best CNN and fusion results reported in this chapter. We note that the best
CNN results (based on pre-trained models considered in this work) achieve higher
performance than state-of-the-art FV approaches [75] on Holidays and UKBench data
sets. There is a gap in performance between CNN results reported in this work and
state-of-the-art FV for Oxbuild: however, Oxbuild is a much smaller data set with only
55 queries. Finally, we note that the simple fusion technique in Figure 4.4 results in
highest or one of the highest performance numbers reported on each data set. Peak
performance numbers for the fusion approach can be improved using approaches de-
scribed above.

4.3.4 Invariance to Rotation

CNN descriptors invariance to rotation. CNN descriptors, unlike FVDoG, have
limited levels of rotation invariance. The invariance arises from the max-pooling steps
in the CNN pipeline, and rotated versions of objects present in the training data.

The rotation invariance of descriptors extracted from di�erent layers of OxfordNet
is benchmarked in Figure 4.5, by mimicking the method used for rotation invariant
features evaluation in [146]: First, all database and query images are cropped circularly
at the center and padded with ImageNet mean pixel RGB value to avoid edge artifacts.
Descriptors are then extracted from upright database images and from 36 di�erent
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Figure 4.5: MAP on Holidays data set as query images are rotated for di�erent layers
of OxfordNet. We note that CNN features have very limited rotation invariance, with
performance dropping steeply for all layers of the network beyond 10¶.

rotations of each query image, evenly distributed from 0¶ to 360¶. Finally, a retrieval
experiment is done for each rotation, using query descriptors of images of same rotation
only.

Overall, CNN descriptors have very limited rotation invariance with performance
dropping steeply beyond 10¶. The di�erent layers of the network exhibit similar charac-
teristics suggesting that rotation invariance does not increase with depth in the CNN.
Fully-connected layers fc6, fc7 and fc8 descriptors behave comparably as the query
image is rotated, suggesting rotation invariance doesn’t increase with depth. Convo-
lutional layer pool5 descriptor is slightly more rotation invariant at small angles, but
performs worse at larger angles.

Comparison of FV and CNN rotation invariance. Rotation invariance prop-
erties of CNN and FV descriptors are compared following the procedure used in
Section 4.3.4, i.e. using rotated query images. In Figure 4.6, OxfordNet first fully-
connected layer fc6 descriptor is compared against FVDS, FVDM and FVDoG de-
scriptors. A scene-centric and an object-centric data set are chosen for the sake of
evaluation: Holidays and Graphics.

As expected, FVDoG descriptor is robust to rotation; the minor modulation in
performance is due to filtering artifacts in the DoG interest point detector. However,
the OxfordNet features, FVDS and FVDM have a steep drop in performance as queries
are rotated. The OxfordNet features are more rotation invariant than FVDS and
FVDM.

On Graphics data set, a large gap of performance is observed between FVDoG
and other schemes. The performance gap between FVDoG and densely sampled FV
strongly suggest the issue is interest point detection related. The underperformance
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of all methods except FVDoG stresses the importance of the interest point detector.
The poor performance of densely sampled descriptors (FVDS, FVDM, OxfordNet)
on Graphics is probably a consequence of the geometric transformations found in a
significant number of query images.

The di�erence at 0¶ between FVDS and FVDM on Graphics shows query images
transformations involve scale changes. The important performance gap remaining at 0¶

between FVDM and FVDoG suggests that a significant number of query image trans-
formations involve non-scale transformations, possibly rotations. The visualization of
Graphics confirms this suggestion.
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Figure 4.6: Comparison of OxfordNet fc6 and FV for rotated queries on the Holidays
and Graphics data sets. The FVDoG is robust to rotation, while OxfordNet, FVDS,
FVDM su�er a sharp drop in performance.

4.3.5 Invariance to Scale

In this section, we study scale invariance properties of CNN and FV. Similar to rotation
experiments in Section 4.3.4, control experiments are carried out on the Holidays data
where the scale of query images is reduced and retrieval performance measured. The
starting resolution of all images (database and queries) is VGA, i.e the larger dimension
is set to 640 pixels, maintaining aspect ratio. Query images are gradually scaled down
with ratios of 0.75, 0.5, 0.375, 0.25, 0.2 and 0.125; the smallest queries are

1
1

8

2
th

the
size of the VGA resolution image. An anti-aliasing Gaussian filter is applied followed
by bicubic interpolation in the downsampling operation. For each query scale, retrieval
performance is evaluated against VGA database images.

Both CNN and FV pipelines take in input images at fixed resolution. For FVDoG,
FVDS and FVDM pipelines, images are resized to VGA resolution (preserving aspect
ratio) before feature extraction, even when input resolution is smaller, as up-sampling
images before feature extraction is shown to improve matching performance [98]. For
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Figure 4.7: mAP as query images are scaled to 0.125 of original resolution, for di�erent
layers of OxfordNet on the Holidays data set. We note that OxfordNet features are
robust to scale change up to 0.25, with performance dropping steeply after.

CNN, input images are center cropped and resized to fit the model input size specified
in Table 4.2.

CNN descriptors invariance to scale. Scale invariance of descriptors extracted
from di�erent OxfordNet layers is evaluated in Figure 4.7. All four layers display some
degree of scale invariance, with no significant performance deterioration above half of
the original scale. Fully-connected layers fc6, fc7 and fc8 have similar scale invariance,
performance dropping by about 10% at a quarter of original scale. Therefore, deeper
fully-connected layers are not more scale invariant. Convolutional layer pool5 is more
invariant to scale, performance dropping only by about 4% at a quarter of original scale.
However, it is less discriminative, with a significant performance gap for smaller scale
changes. The OxfordNet features are learnt on input images of a fairly low resolution,
which explains the overall robustness to large changes in scale.

Comparison of FV and CNN scale invariance. Scale invariance of OxfordNet
fc6 and FV descriptors are compared in Figure 4.8 for the Holidays and Graphics data
sets, following the protocol of previous experiment. None of the descriptors are fully
scale invariant. This is expected as significant information is lost when downscaling
the query images. With decreasing scale, a steeper drop in performance is observed
for FVDM and FVDS compared to OxfordNet. Somewhat surprisingly, FVDoG also
experiences a sharper drop in performance compared to CNN. The trends are con-
sistent across data sets: the only di�erence is that the peak performance of FVDoG
is higher than CNN on Graphics. The sharp drop in performance of FVDoG can be
attributed to the failure of the interest point detector at small scales. CNN learnt on
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Figure 4.8: Comparison of OxfordNet fc6 and FV for scaled queries on the Holidays
and Graphics data sets. We observe that OxfordNet features are more robust to scale
changes compared to FVDoG, FVDS and FVDM, all of which experience a steeper
drop in performance as query scale is decreased.

smaller images to begin with, and objects shown at di�erent scales at training time,
are su�cient for achieving more scale invariance than FVDoG. In comparison to the
rotation experiments, it is interesting to note that FVDoG are more robust to rotation
changes, while OxfordNet features are more robust to scale changes.

4.4 Summary and Discussion

In this chapter, we proposed a systematic and in-depth evaluation of FV and CNN
pipelines for image retrieval. Our study has led to a comprehensive set of practical
guidelines we believe can be useful to anyone seeking to implement state-of-the-art
descriptors for image retrieval. Some of the recommendations are general good prac-
tices while others are more problem specific. Our study shows that CNN descriptors
o�er the best retrieval performance on average, but we also showed that unlike image
classification, the supremacy of CNN over FV is not always clear in the case of image
retrieval and strategies mixing both approaches are sometimes optimal.

Despite their good performances, we can point out two issues related to the CNN
descriptors that need to be addressed:

• First, the lack of transformation invariance of the descriptors as shown in this
study. This problem will be specifically addressed in Chapter 6.

• Second, the high dimensionality and scalar nature of the descriptors making
descriptor matching ine�cient. Accordingly, dimensionality reduction and bina-
rization is addressed in Chapter 5.



Chapter 5

Hashing Global Descriptors

5.1 Introduction

While we showed in Chapter 4 that representations directly extracted from CNN are
good global descriptors for image instance retrieval, we also pointed out that the high-
dimensionality and the scalar nature of the descriptors is a barrier to fast descriptor
matching. In this chapter, we therefore tackle the problem of hashing the descriptors
to small binary codes for e�cient matching with Hamming distances while retaining
the good retrieval performance of the uncompressed descriptors. The very low bitrate
range of 32-1024 bits is specifically targeted.

Our hashing pipeline consists of two parts:

1. An unsupervised dimensionality reduction approach using RBM to produce bi-
nary hashes at the target bitrate.

2. A fine-tuning step to improve the binary embedding functions generated by
stacked RBM for which we propose both supervised and semi-supervised variants.

The first dimensionality reduction step applies a regularization to RBM specifically
designed to optimize the distribution of generated binary hash codes. We refer to this
particular form of regularization as RBM for Hashing or RBMH. RBMH is a batch-
level regularization scheme aiming to improve very low bitrate hashes by encouraging
e�cient use of the latent subspace both within and across the hashes.

The second fine-tuning step is based on metric refinement with Siamese networks,
an idea originally proposed by Bromley et al. in [12]. The method is based on the use
of a labeled training set of matching and non-matching pairs of instances. Contrary
to the pairwise contrastive loss function usually used at lower dimensionality such as
in [21, 56], we show that critical improvements in the loss function of the Siamese
network lead to improvements in retrieval results.

While able to significantly improve retrieval results, Siamese fine-tuning has the
drawback of requiring an external labeled dataset of matching and non-matching pairs.

55
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Therefore, we subsequently propose Unsupervised Triplet Hashing (UTH), a fully un-
supervised, a rank learning scheme based on three weight sharing nets. The scheme is
based on preserving the good retrieval performance of the uncompressed descriptors
and thus does not require any external training labels. A thorough empirical evalua-
tion conducted on multiple publicly available data sets using CNN descriptors shows
that our proposed methods are able to significantly outperform state-of-the-art unsu-
pervised schemes in the target bit range, particularly for extremely compact binary
hashes in the 32-256 bits range.

5.2 Restricted Boltzmann Machine for Hashing

RBM can be used to produce compact binary codes from higher dimensionality de-
scriptors. In [131], RBM are trained to hash bag-of-word features from text corpus,
and Hamming distances in the latent space are subsequently used for text documents
similarity search. In this section, we proposed to use stacked RBM for hashing the
high dimensional global descriptors to small binary codes.

5.2.1 Method

Proper regularization is key during the training of RBM. For classification, discrimina-
tive performance is improved by constraining binary latent units to be rarely activated,
or sparse [113]. This is desirable for classification tasks as it improves separability of
the data but this is not necessarily ideal for hashing where e�cient use of the limited
latent subspace is key. The proposed RBMH method is a batch-level regularization
scheme (unlike sparsity schemes which are usually instance level). It achieves e�cient
space use by controlling sparsity in a way to maximize the entropy not only within
every hash but also between the same bit of di�erent hashes. This e�ectively encour-
ages:

1. half the hash bits to be active for a given image;

2. each hash bit to be equiprobable across images.

We first discuss how high batch-level entropy is encouraged in the RBMH framework.
Next, we present how deep RBMH are constructed by stacking multiple RBMH. An
overview diagram of the method is available in Figure 5.1

Batch-level Regularization Preserving the notations for RBM introduced in Chap-
ter 2, for two successive layers l ≠ 1 and l, and a batch B of input instances zl≠1

–

with
corresponding latent representations zl

–

, we define the regularization term adapted
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Batch
Regularization

Figure 5.1: In the RBM for Hashing framework, Stacked RBM are trained to hash
global descriptors. The latent representations are regularized for the bits activation
probability P to be equal to 0.5 both across bits of individual hashes and across images
for the same latent unit.
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(a) Hinton RBM (b) RBMH

Figure 5.2: Activation probabilities of hash bits with RBMH and the RBM proposed
by Nair&Hinton [113]. Statistics of 32 bits binary hashes are computed on Holidays
data set. The mean values of both activation histograms are close to 0.5, while the
RBMH histogram is distributed more evenly across units compared to the standard
RBM one (i.e. standard deviation is smaller).

from the fine-grained regularization proposed in [44]:
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cording to U(0, 1) e�ectively maximizing entropy. The uniform distribution is suitable
for hashing high-dimensional vectors because the regularizer encourages each latent
unit to be active with a mean of 0.5, while avoiding activation saturation.

The overall objective function for the RBMH becomes:
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where ⁄ is a regularization constant. It is optimized through batch gradient descent
using the contrastive divergence algorithm as described in Chapter 2.

Figure 5.2 shows the activation probabilities for 32-bit hashes provided by RBMH
and the RBM proposed in [113]. The mean probability of activation is nearly 0.5 in
both cases, but much more evenly distributed across bits with RBMH.

Stacked RBMH The set of raw image representations lie in a complex manifold in
a very high-dimensional feature space. Deeper networks have the potential to discover
more complex nonlinear hash functions and improve image instance retrieval perfor-
mance. Following [62], we stack multiple RBMH, greedily training one layer at a time
to create a deep network with several layers.

Each layer models the activation distribution of the previous layer and captures
higher order correlations between those units. For the hashing problem, we are in-
terested in low-rate points of 64, 256 and 1024 bits. We progressively decrease the
dimensionality of latent layers by a factor of 2n per layer, where n is a tuneable pa-
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rameter. For our final models, n is empirically selected for each layer resulting in
variable network depth.

Output Binarization Binary hashes are desirable for fast matching with Hamming
distances. Therefore, sigmoid activation functions are used for the RBMH. In addition,
the output of the topmost RBMH (layer L) is binarized around 0.5:

zL

j

=

Y
_]

_[

1, if 1

1+exp(≠w

L

j

z

l≠1≠b

j

)

> 0.5

0, otherwise.
(5.3)

In the next section, we evaluate the performance of the proposed SRBMH scheme.

5.2.2 Evaluation Framework

Global Descriptors. SIFT [98] features obtained from Di�erence-of-Gaussian (DoG)
interest points are used for FV. PCA is used to reduce dimensionality of the SIFT de-
scriptor from 128 to 64 dimensions, which has shown to improve performance [73]. We
use a Gaussian Mixture Model (GMM) with 128 centroids, resulting in 8192 dimensions
each for first and second order statistics. Only the first-order statistics are retained in
the global descriptor representation, as second-order statistics only results in a small
improvement in performance [91]. The FV is L

2

-normalized to unit-norm, after signed
power normalization (referred to as FV from here-on). DCNN features are extracted
using the open-source software Ca�e [77] with AlexNet reference model proposed for
2012 ImageNet classification task [79]. DCNN descriptors are extracted from the first
fully-connected layer fc6 which has been shown in Chapter 4 to yield performant de-
scriptors for instance retrieval. We refer to this 4096-dimensional descriptor as the
CNN descriptor from here-on.

SRBMH Training. For the hashing problem, we are interested in low-rate points
of 64, 256 and 1024 bits. SRBMH are trained greedily in a layer by layer fashion,
i.e. each new RBMH is trained on the top of the previous one without modifying
parameters of previous RBMH. A 150,000 images random subset of ImageNet is used
as training data. The set is chosen for its variety and genericness, and because it has
no intersection with images used in the retrieval experiments. The batch size is 100
for all experiments. Learning rate is set to 0.001 for the weight and bias parameters,
momentum to 0.9. Training is run for a maximum of 30 epochs. For each rate point,
di�erent models are considered. For our final models, n is empirically selected for each
layer resulting in variable network depth. Each target setting requires several hours
to train.
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Baselines. Four state-of-the-art hashing schemes are considered as baselines: Local-
ity Sensitive Hashing (LSH), Iterative Quantization (ITQ), Bilinear Projection Binary
Codes (BPBC) and Product Quantization (PQ). LSH is based on random unit-norm
projections of the raw descriptors, followed by signed binarization [163]. ITQ applies
signed binarization after two transforms of raw descriptors: first the PCA, followed by
a rotation [47]. Unlike ITQ, BPBC applies bilinear random projections, which require
far less memory to transform the data [45].

For FV, we consider blocks of dimensions D = 64, 256 and 1024, and train K = 256
centroids for each block, resulting in b = 128, 256 and 64 bit descriptors respectively.
For CNN, we consider blocks of dimensions D = 32, 128 and 512, with K = 256
centroids, resulting in the same bitrates. L

2

norm is used for PQ and uncompressed
descriptors, while Hamming distances are used for all binary hashing schemes.

Data Sets. The Holidays and UKBench data sets are used for small scale image
instance retrieval experiments. For large scale experiments, the two data sets are
combined with the one million MIRFlickr distractor images.

Evaluation Metrics. In most image retrieval use cases, it is important for the rele-
vant image to be present in the first step of the pipeline, matching global descriptors,
so that a Geometric Consistency Check (GCC) [34] step can subsequently find it. How-
ever, the GCC step is computationally complex and can only be performed on a small
number of images. As a result, it is important for the relevant image to be present
in a short list, so that the GCC step can find it. Hence, recall is presented at typical
operating points of R = {10,100} and R = 1000 for small and large experiments re-
spectively. For UKBench small scale experiments, 4◊ Recall @ R = 4 is provided, to
be consistent with the literature.

5.2.3 Experimental Results

Impact of Batch-Level Entropy Objective. In Figure 5.3(a), we show the ef-
fect of applying the proposed regularization on a single layer RBM 8192-b, for b =
64, 256, 1024. Hashing regularization significantly improves performance, ≥10% abso-
lute recall @ R = 10 at low-rate point b = 64. The performance gap increases as rate
decreases. This is intuitive as the regularization encourages a more e�cient use of the
latent space.

Impact of Depth. In Figure 5.3(b), we plot recall @ R = 10 on Holidays as depth is
increased for a given rate point b. For b = 1024, we consider architectures 8192≠1024,
8192 ≠ 4096 ≠ 1024 and 8192 ≠ 4096 ≠ 2048 ≠ 1024 corresponding to depth 1, 2 and 3
respectively. For rate points b = 64 and 256, similar configurations of varying depth are
chosen. We observe that, with no regularization, recall improves as depth is increased
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Figure 5.3: Hashing Holidays FV. (a) RBMH regularization significantly improves per-
formance for single layer models 8192-b as b is decreased. (b) Recall improves as depth
is increased for lower rate points b = 64 and b = 256. With RBMH regularization,
same or better recall can be achieved at lower depth.

for b = 256 and b = 64, with optimal depth of three and four respectively, beyond
which performance drops. At higher rates of b = 1024 and beyond, increasing depth
does not improve performance. For hashing, a sweet spot in performance for the depth
parameter is observed for each rate point, as deeper networks can cause performance
to drop due to loss of information over the layers. Similar trends are obtained for recall
@ R = 100. Importantly, we observe that with the proposed regularization, we can
achieve the same performance with lower depth at each rate point. This is critical,
as the lower the depth, the faster the hash generation, and the lower the memory
requirements.

Comparison of FV-RBMH and CNN-RBMH. At a given rate point, CNN-
RBMH outperforms FV-RBMH for all data sets, as shown in Figure 5.4. At low rates,
CNN-RBMH improves performance by more than 10% on the small data sets, possibly
because CNN features are able to capture more complex low level features and are a
lower starting dimensionality compared to FV.

Comparison to Uncompressed Descriptors. The performance of RBMH is com-
pared to the uncompressed descriptor in Figure 5.4. At 256 bits for CNN hashes, we
only observe a marginal drop (a few percent) compared to the uncompressed descriptor
for retrieval on all data sets. For FV, uncompressed descriptor performance is matched
at 1024 bits. The instance retrieval hashing problem becomes increasingly di�cult as
we move towards a 64-bit hash, with performance dropping steeply.
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Figure 5.4: Small-scale retrieval results for di�erent compression schemes. Proposed
RBMH outperforms other schemes by a significant margin.
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Figure 5.5: Large-scale retrieval results (with 1M distractor images, at Re-
call@R=1000) for di�erent compression schemes. RBMH outperforms other schemes
at most rate points and data sets.

Comparison to State-of-the-Art. Small scale retrieval results are shown in Fig-
ure 5.4. One can see that the proposed RBMH outperforms state-of-the-art at most
rates on all data sets, for both CNN and FV features. There is 2.4% improvement in
absolute Recall @ R = 100 at b = 64 bits compared to the second performing scheme
ITQ on Holidays for FV.

The performance ordering of other schemes depends on the bitrate and type of
feature, while RBMH is consistent across data sets. Compared to ITQ scheme which
applies a single PCA transform, each output bit for RBMH is generated by a series
of projections. The PQ scheme performs poorly at the low rates in consideration, as
large blocks of the global descriptor are quantized with a small number of centroids,
as previously observed in [45]. LSH performs poorly at low rates, but catches up given
enough bits. Consistent trends are observed for the large-scale retrieval in Figure 5.5.

Section Summary. In this section, we propose RBM for Hashing (RBMH) to max-
imize the discriminability of hash codes. Specifically, RBMH is formulated by adding
a batch-level entropy objective into the Restricted Boltzmann Machines (RBM) based
model, where each hash bit corresponds to a neural unit in latent layer. Unlike existing
hashing approaches [13], RBMH batch-level entropy constraint balances both the vari-
ance of hash codes per image (i.e., with uniform sparsity 0.5) and the variance of each
hash bit across images. This results in e�ective coding especially at extremely low rates
(e.g., 64 bits). For aggressive dimensionality reduction, RBMH is extended into deep
network structure (i.e., SRBMH) by stacking multiple RBMH. Through a thorough
empirical evaluation on popular benchmark data sets with di�erent image representa-
tions (FV and CNN), we show that RBMH outperforms state-of-the-art unsupervised
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Training Phase 1
Unsupervised.

Training Phase 2
Semi-supervised
fine-tuning.

Figure 5.6: The proposed method for learning binary embedding functions involves
an unsupervised pre-training stage followed by a weakly-supervised fine-tuning stage.
In the first stage, RBM are trained in a layer-wise manner and stacked into a deep
network (Section 5.2). In the second stage, first stage parameters are loaded into a
Siamese network and subsequently fine-tuned using matching and non-matching pairs
data.

descriptor compression methods at low bit-rates (256 down to 64 bits).
The method proposed in this section is unsupervised, i.e., no external labels are

used in the training step. Next, we discuss how a semi-supervised fine-tuning approach
can be used for further improving hashing performance.

5.3 Dual-margin Siamese Fine-tuning

In the previous section, we showed that global descriptors can be hashed into small
binary descriptors using RBMH while retaining good properties for retrieval. However,
RBMH is specifically optimized for compression and there is no built-in mechanism to
ensure that the good metric properties of the original descriptors are preserved.

In this section, we propose a weakly-supervised method for improving the local
structure of binary embedding functions using weight-sharing networks and an addi-
tional labeled dataset of matching and non-matching pairs.

5.3.1 Method

The fine-tuning is performed with a learning architecture known as Siamese networks
first introduced in [56]. The principle was later successfully applied to deep archi-
tectures for face identification [21] and shown to produce representations robust to
various transformations in the input space [56]. The use of Siamese architectures in



5.3. Dual-margin Siamese Fine-tuning 65

the context of image retrieval from CNN features was recently suggested as a possible
improvement over the state-of-the-art [9].

A Siamese network is a weakly-supervised scheme for learning a similarity measure
from pairs of data instances labeled as matching or non-matching. In our adaptation
of the concept, the weights of the trained RBM network are fine-tuned by learning a
similarity measure at every intermediate layer in addition to the target space. Given
a pair of data (z0

–

, z0

—

), a contrastive loss D
l

is defined for every layer l and the error is
back propagated though gradient descent. Back propagation for the losses of individual
layers (l = 1..L) is performed at the same time. Applying the loss function proposed
by Handsell et al. in [56] yields:

D
l

(z0

–

, z0

—

) = yÎzl

–

≠ zl

—

Î2

2

+ (1 ≠ y) max(m ≠ Îzl

–

≠ zl

—

Î2

2

, 0) (5.4)

where y = 1 if (z0

–

, z0

—

) is a matching pair or y = 0 otherwise, and m > 0 is a margin
parameter a�ecting non-matching pairs. As shown in Figure 5.7(a), the e�ect is to
apply a contractive force between elements of any matching pairs and a repulsive force
between elements of non-matching pairs which element-wise distance is shorter than
Ô

m.

However, experiment results in Figure 5.9 show that the loss function (5.4) causes a
quick drop in retrieval results. Results with non-matching pairs alone suggest that the
handling of matching pairs is responsible for the drop. The indefinite contraction of
matching pairs well beyond what is necessary to distinguish them from non-matching
elements is a damaging behaviour, especially in a fine-tuning context since the network
is first globally optimized with a di�erent objective. Figure 5.8 shows that any two
elements, even matching, are always far apart in high dimension. Note that this
phenomenon which occurs at the target bitrate of the hashes (e.g. 64 bits and higher)
was not originally an issue at the much lower-dimensionality latent spaces considered
in [56]

As a solution, we propose a double-margin loss with an additional parameter af-
fecting matching pairs:

D
l

(z0

–

, z0
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) =y max(Îzl

–

≠ zl

—

Î2

2

≠ m
1

, 0)
+ (1 ≠ y) max(m

2

≠ Îzl

–

≠ zl

—

Î2

2

, 0)
(5.5)

As shown in Figure 5.7(b), the new loss can thus be interpreted as learning “local large-
margin classifiers” (if m

1

Æ m
2

) to distinguish between matching and non-matching
elements. In practice, we found that the two margin parameters can be set equal
(m

1

= m
2

= m) and tuned automatically from the statistical distribution of the
sampled matching and non-matching pairs (Figure 5.8).
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(a) (b)

Figure 5.7: A sample point (black dot) with corresponding matching (red dots) and
non-matching (blue dots) samples. The contrastive divergence loss used for fine-tuning
can be interpreted as applying attractive forces between matching elements (red ar-
rows) and repulsive forces between non-matching elements (blue arrows). (a) The
loss function (Equation 5.4) proposed in [56] with a single margin parameter for non-
matching pairs (blue circle). Matching elements are subject to attractive forces regard-
less of whether they are already close enough from each other which adversely a�ects
fine-tuning. (b) The proposed loss function (Equation 5.5) with an additional margin
parameter a�ecting matching pairs reciprocally (red circle).

Figure 5.8: Histograms of squared Euclidean distances for 20,000 match-
ing pairs and corresponding 40,000 non-matching pairs for an 8192 ≠
4096(top)≠2048(middle)≠64(bottom) stacked RBM network. Image pairs are
sampled from Yandex data set. The red and blue vertical lines indicate the median
values for the matching and non-matching pairs respectively. The Siamese loss shared
margin value m is systematically set to be the mean of the two values (black vertical
lines).
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Figure 5.9: Recall @ R=10 on the Holidays data set (Refer to Appendix A for detailed
description of data sets used for retrieval experiments). over several iterations of
Siamese fine-tuning. The recall rate quickly collapses when using the single margin
loss function suggested in [56] while performance is better retained when only non-
matching pairs are passed. The double-margin loss solves the problem. The network
is a stacked RBM (8192 ≠ 4096 ≠ 2048 ≠ 64) trained with FV descriptors computed
from a 150K random subset of ImageNet data set. Image pairs are sampled from the
Yandex data set. For every matching pair, a random non-matching element is chosen
from the data set to form two non-matching pairs. There are 33 matching pairs and
66 corresponding non-matching pair with every iteration.

5.3.2 Evaluation framework

First, SRBM are trained as in Section 5.2, using the same FV descriptors extraction
strategy. Then, a data set of matching and non-matching image pairs is used for
fine-tuning. The 200K matching pairs data set is provided by Yandex in their recent
work [9]. It consists in images of famous landmarks collected by querying the names
of the most viewed Wikipedia landmark pages in Yandex search engine. Data set
visualization reveals that most images depict buildings. For each matching pair, a
random image is picked to generate two non-matching pairs.

Holidays, UKBench and Oxbuild data sets are used for small scale retrieval exper-
iments. For large scale experiments, Holidays and UKBench databases are combined
with the one million MIRFlickr distractor images. Note the Yandex based training set
is independent from the data used for evaluation as the authors removed Oxford-related
queries, and Holidays near-duplicate images.

5.3.3 Experimental Results

Detailed retrieval results of a three layer model before and after Siamese fine-tuning
are provided in Table 5.1. The results show consistent improvements on all data sets
and bit-rates, with an average improvement of 2.78% (up to 6.24%). The di�erence is
more significant at higher recall rates with an average of 2.43% @ R=10 compared to
3.13% @ R=100. They are however quite comparable when relative improvement rate
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Data set Layer Recall @ R=10 Recall @ R=100
bef. aft. di�. bef. aft. di�.

Holidays
4096 70.83 73.67 2.84 89.92 91.40 1.48
2048 67.74 71.12 3.38 88.77 92.04 3.27
64 52.06 53.04 0.98 80.38 83.91 3.53

UKBench
4096 79.22 82.22 3.00 92.04 93.73 1.69
2048 75.62 79.37 3.75 90.79 92.82 2.03
64 47.94 49.25 1.31 73.02 73.94 0.92

Oxbuild
4096 19.38 21.73 2.35 41.09 45.19 4.10
2048 14.32 17.23 2.91 36.03 41.03 5.00
64 10.69 12.01 1.32 23.75 29.99 6.24

Table 5.1: Small scale retrieval results before and after Siamese fine-tuning, with
corresponding improvement. A SRBM model (8192 ≠ 4096 ≠ 2048 ≠ 64) is trained on
ImageNet FV descriptors, then fine-tuned on Yandex. For each model, the three layers
retrieval performance is evaluated on Holidays, UKBench and Oxbuild data sets, before
and after fine-tuning. Siamese fine-tuning consistently improves retrieval performance
at all three layers.

is considered: 7.46% @ R=10 and 7.24% @ R=100 relatively.
We notice di�erences across test sets with improvements on the Oxford set being

more pronounced. The fine-tuning data set Yandex, like retrieval data set Oxbuild,
mostly depicts landmark structures. The proximity between the two data sets may
explain the higher performance improvement on Oxbuild. The systematic improve-
ments on all data sets are nevertheless evidence of the high transferability of both
unsupervised training and semi-supervised fine-tuning.

Data set Bitrate Recall @ R=1000
bef. aft. di�.

Holidays + 1M
1024 52.49 56.48 3.99
256 46.07 49.60 3.53
64 30.63 31.87 1.24

UKBench + 1M
1024 85.66 86.41 0.75
256 78.70 80.74 2.04
64 61.13 62.74 1.61

Table 5.2: Large scale retrieval results before and after Siamese fine-tuning, with
corresponding di�erences. First, three SRBM are trained to respectively hash high-
dimentional FV descriptors to bitrates b = 1024, 256 and 64. They are then fine-tuned
with Siamese networks. Fine-tuning improves retrieval performance at all bitrates on
both data sets.

Similar trends are observed with large scale retrieval experiments in Table 5.2,
where Siamese fine-tuning improves performance at all bitrates and on all data sets.
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Figure 5.10: Illustration of the proposed unsupervised triplet hashing scheme.

5.3.4 Conclusion

Results show that a Siamese network can be used to further improve hashing perfor-
mance at low rates. Deep Siamese fine tuning, to be e�ective, requires critical changes
to the loss function in the fine-tuning step. One disadvantage of this approach is the
additional data set of matching image pairs required for fine-tuning performance. In
the next section, we propose a fine-tuning scheme, which is completely unsupervised,
while achieving significant gains in performance.

5.4 Unsupervised Triplet Fine-Tuning

In this section, we propose Unsupervised Triplet Hashing (UTH), an extension of hash-
ing with SRBM which, unlike Siamese fine-tuning, uses a fully unsupervised approach
for refining the binary embedding functions. The method uses triplet networks, a rank
learning scheme based on weight sharing nets (Figure 5.10). Instead of relying on ex-
ternal datasets of matching and non-matching pairs, the idea is to retain the already
good metric properties of the original high-dimensional descriptor space during hash-
ing.
Unlike other approaches using triplet learning networks [66, 155, 82], the proposed
approach is fully-unsupervised and does not require extra labeled data for the triplets.
Through a thorough empirical evaluation, we show that UTH is able to generate ex-
tremely compact descriptors with good retrieval performances.

5.4.1 Method

Triplet Network. Triplet networks can learn the ranking information provided
through data triplets. A triplet (q, q+, q≠) contains a query image descriptor q, a pos-
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itive image descriptor q+ and a negative image descriptor q≠, query q is more similar
(closer) to positive image q+ than to negative image q≠. We learn a binary embedding
function p : Rn ‘æ 2m, typically n >> m, such that d(p(q), p(q+)) < d(p(q), p(q≠)).
Accordingly, we define a triplet ranking loss, l(q, q+, q≠) = max{0, g +d(p(q), p(q+))≠
d(p(q), p(q≠))}, where g is a positive margin parameter. By normalising the two dis-
tances with softmax (denoted dÕ) and setting g = 1, we can rewrite the triplet loss
function as,

l(q, q+, q≠) = max{0, 1 + dÕ(p(q), p(q+)) ≠ dÕ(p(q), p(q≠))} (5.6)

The idea of using weight sharing networks for model fine-tuning is not novel and
previous work can be found for image classification and semantic retrieval [66, 155, 82].

Unsupervised Triplet Sampling. Unlike previously proposed approaches, pro-
posed triplet learning is fully unsupervised thus does not require labelled data. Based
on the observation that the original uncompressed descriptors already provide good
retrieval performance (Figure 5.11), we construct triplets according to the Euclidean
distance in the original space, i.e. such that Îq ≠ q+Î

2

< Îq ≠ q≠Î
2

. Accordingly, our
global objective function is,

min l(q, q+, q≠) s.t. Îq ≠ q+Î
2

< Îq ≠ q≠Î
2

(5.7)

A possible triplet sampling strategy is to randomly sample three images, arbitrarily
choose q and label the two others as q+ and q≠ according to their relative distance to
q. The space of all possible such triplets is very vast. For instance retrieval, we are
mostly interested in correctly discriminating ranks for the top end of the retrieval list,
suggesting a more targeted sampling strategy may improve recall.

We propose a threshold sampling method to generate informative triplets. Given
a training set containing M images, we build a look-up table with M buckets o�ine.
For the m-th bucket, we compute distances between the m-th image descriptor and the
rest, rank the distances in descending order and store the distances and their associated
image IDs in that bucket. To sample a triplet, we first randomly draw an image q from
the training set, then we sample a positive image q+ from the bucket associated with
q, with the constraint that Îq ≠ q+Î

2

is close to a pre-defined threshold T
p

. Similarly,
we sample a negative image q≠ from the same bucket such that Îq ≠ q≠Î

2

æ T
n

. We
note that T

p

< T
n

.

5.4.2 Evaluation Framework

Training. As illustrated in Figure 5.12(a), pre-training is crucial to triplet network
performance. Best performance is achieved with SRBM model based weight initial-
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Figure 5.11: The distribution of squared Euclidean distances for CNN descriptors
from 3, 300 matching image pairs and 6, 600 non-matching image pairs reveals that the
original uncompressed descriptors already contain good ranking information.

ization (UTH_SRBM), as random weights initialization (UTH_UniW) converges to
significantly worse local minima (17.4% vs. 51.6% mAP). In following experiments,
triplet networks are initialized using parameters from pre-trained SRBM models.

SRBM used for UTH initialization are trained on descriptors of a 150K image
random subset of ImageNet, excluding category labels. Image descriptors are extracted
from OxfordNet first fully-connected layer fc6. The following SRBM architectures are
used: 4K ≠ 2K ≠ 256, 4K ≠ 2K ≠ 128, 4K ≠ 1K ≠ 64 and 4K ≠ 2K ≠ 32 for producing
256, 128, 64, and 32 bits hashes respectively.

Figure 5.12(b) shows that the triplet loss optimization converges quickly after a
few epochs. The models are fine-tuned for a maximum of 150 epochs, with learning
rate set in the range [0.0005, 0.01] and momentum to 0.9.

The impact of triplet sampling strategies is illustrated in Figure 5.12(c). Proposed
threshold triplet sampling (ThrTri) significantly outperforms uniform triplet sampling
(UniTri), with mAP of respectively 57.1% and 54.7% on Holidays data set. Shown
capable of sampling more informative triplets, the threshold triplet sampling strategy
is used in the following experiments.

Baselines. The proposed UTH scheme is compared against the following unsuper-
vised schemes: (1) Shift-invariant Kernel LSH (SKLSH) [126], (2) PCAHash [46],
(3) Spectral Hashing (SH) [156], (4) LSH, (5) ITQ, (6) BPBC, and (7) SRBM. The
uncompressed OxfordNet descriptors (4096-dimensional original floating point repre-
sentation) are also compared against. L

2

norm is used for uncompressed descriptors,
while Hamming distance is used for all binary hashing schemes.

For image instance retrieval experiments, recall@10 and recall@100 results are pre-
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Figure 5.12: (a) Performance comparisons of pre-trained network weights with SRBM
vs. random generated unit-norm network weights, with or without fine-tuning (UTH);
(b) Impact of the number of fine-tuning epochs on retrieval performance; (c) Perfor-
mance comparisons of the proposed threshold triplet sampling (ThiTri) against uni-
formly sampled triplets (UniTri). All results are reported in terms of mAP on Holidays
data set at 64 bits.

sented at varying bitrates. Data sets Holidays, UKBench and Oxbuild are used in
small scale experiments. Large-scale experiments results are presented for Holidays
and UKBench data sets, combined with the one million MIRFlickr distractor data set.
Note retrieval data sets are independent from the training set described above.

5.4.3 Experimental Results

Small-scale Retrieval Experiments. Figure 5.13 shows that the proposed UTH
significantly outperforms SRBM, especially on Holidays and Oxbuild at low bitrates.
Besides, ITQ, PCAHash and SH obtain higher accuracy than LSH and BPBC. SKLSH
performs the worst. The ordering of schemes is largely consistent across recall@10 and
recall@100 results.

UTH outperforms most schemes across various bitrates on di�erent data sets. On
both Holidays and UKBench, UTH significantly outperforms the baseline schemes at
extremely low bitrates (e.g., 32), for example, +5% than ITQ in terms of recall@100
on UKBench at 32 bits. The baseline schemes catch up in performance as bitrate
increases, i.e., the improvements of UTH over the other schemes become smaller at 256
bits (expect SKLSH). We note that UTH performs slightly worse than ITQ, PCAHash
and SH on Oxbuild.

Note there is a significant gap between the uncompressed descriptor and all the
compression schemes at extremely low bitrates on all data sets, while the performance
of compression schemes approach to uncompressed descriptors as bitrate increases to
256 bits. For instance, compared to uncompressed descriptors, there is a 26% drop in
recall@10 at 32 bits on Holidays for UTH. The drop is largely reduced to 2% at 256
bits.
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Figure 5.13: Retrieval results in terms of Recall @ R = 10, Recall @ R = 100 for
di�erent compression schemes on Holidays, UKBench and Oxbuild data sets. The
proposed UTH outperforms most schemes across various bitrates on di�erent data
sets.
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Figure 5.14: Large scale retrieval results (with one million distractor images) for dif-
ferent compression schemes. The proposed UTH outperforms other schemes at all
bitrates on both Holidays+1M and UKBench+1M.

Large-scale Retrieval Experiments. Figure 5.14 shows that UTH outperforms
all other schemes at all bitrates. Large scale experiments results are consistent with
the trends observed on small scale experiments.

5.4.4 Conclusion

In this section, we proposed UTH, a method for learning binary embedding functions
to produce very compact and performant hashes for image instance retrieval. UTH
expands SRBM model training with a fine-tuning step based on triplet networks, aim-
ing to preserve ranking information of high-dimensional global descriptors. Unlike
other approaches, the rank based fine-tuning pipeline is fully unsupervised and does
not require any labelled data. Through a thorough empirical evaluation on small and
large-scale data sets, it is showed that UTH can reduce the data size of uncompressed
descriptors by 512◊ (256 bits hashes) without considerable retrieval performance loss.
UTH is also shown to outperform other unsupervised schemes in the 32-256 bits range.

5.5 Summary and Discussion

This chapter first showed how high-dimensional descriptors can be compressed to very
compact binary representations. Key to achieving excellent performance at low rates
is the regularization of SRBM. Next is shown how Siamese fine tuning can be used
to improve performance. This technique is applicable where labelled external data of
matching instance pairs is available. In the absence of such labelled data, we propose a
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triplet hashing scheme (UTH) which preserves rank ordering, without requiring labels
or external training data.

A perfect image hashing scheme would convert a high-dimensional descriptor into
a low-dimensional bit representation without losing retrieval performance. We believe
that the techniques proposed in this chapter are a significant step in this direction.
Through a rigorous evaluation process, we show that our models perform well across
various data sets, regardless of the type of image descriptors used, CNN or Fisher
Vectors. The improvement over other hashing schemes is particularly marked for very
low bitrates (e.g. 256 bits and lower). This work therefore represents a strong step
towards the Holy Grail of high-performing tiny hashes.
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Chapter 6

Invariant Deep Representations

In Chapter 4, we conducted a comprehensive and systematic evaluation of FV and
CNN descriptors for instance retrieval. One of the main conclusions was that despite
their good general performance, the CNN descriptors su�er from a lack of robustness
to image transformations such as rotations and scale changes. Indeed, unlike FV
based on interest point detectors, CNN do not have a built-in mechanism to ensure
robustness to transformations such as rotation or scale changes. In this section, we
propose techniques for making these descriptors invariant to those transformations.

First Section 6.1 shows that simple database-side pooling schemes can be e�ective
at mitigating issues related to the aforementioned image transformations, practically
overcoming the lack of robustness of CNN descriptors compared with FV. Amongst
the various schemes proposed, some allow the pre-computation of single descriptors
while others require more operations at query time.

In Section 6.2, we then propose Nested Invariance Pooling (NIP), a method to
produce compact global image descriptors from visual representations extracted from
CNN which are robust to multiple types of image transformations. NIP is inspired from
i-theory [3, 4, 2], a mathematical theory for computing group invariant transformations
with feed-forward neural networks. We show that NIP is able to produce compact
(but non-binary) global image descriptors which are robust to rotation, scale changes
and translations and are able to outperform other schemes at equivalent descriptor
dimensionality on most evaluation datasets.

Finally, we show in Section 6.3 that NIP can be e�ectively combined with the
RBMH scheme presented in Chapter 5, leading to hashes that are both compact and
robust to multiple types of image transformations. We show through a thorough
empirical evaluation on small and large-scale datasets that NIP+RBMH is able to
produce extremely compact hashes that are able to outperform the other proposed
schemes specially at very low bitrates (32-256 bits).

77
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Figure 6.1: Database-side pooling strategy with (a) rotation transformation and (b)
scale transformation. Descriptors are extracted from database images at di�erent (a)
rotations or (b) scales, then pooled together to obtain a single representation per image.
Descriptors are also extracted for di�erent rotations (a) or scales (b) of query images,
allowing to benchmark the transformation invariance of corresponding database-side
pooling strategy. For rotations experiments, all database and query images are cropped
circularly at the center to avoid edge artefacts, and padded with a default mean RBM
value (ImageNet mean pixel value).

6.1 Database-Side Pooling

In this section, we propose several simple schemes based on database-side pooling,
where transformations are applied to database images in order to improve the robust-
ness of CNN descriptors to image transformations. As illustrated in Figure 6.1, the
two transformations used to benchmark database-side pooling are rotation and scale.
Evaluation of both are done independently. In both cases, transformation invariance
of the database pooled descriptors is evaluated by gradually applying the same type
of transformation on the queries.

The di�erent pooling strategies are evaluated using CNN and FV descriptors. For
CNN, image descriptors are extracted from OxfordNet first fully-connected layer, fc6,
shown to perform well in Chapter 4. For FV, FVDoG based on interest point detectors
is used. Image instance retrieval performance is evaluated on the data sets Holidays
and Graphics.

6.1.1 Gaining Invariance to Rotation

The database rotation pooling scheme illustrated in Figure 6.1(a) is proposed for gain-
ing rotation invariance. Each database image is rotated within a range of ≠p¶ to p¶, in
steps of 10¶. The CNN features for each rotated database image are pooled together
into one common global descriptor representation. In Figure 6.2, we present results for
max-pooling, where we store the component-wise maximum value across all rotated
representations in an angular range. P = 0 refers to no pooling, while P = p refers to
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Figure 6.2: mAP vs query rotation angle for di�erent pooling parameters. Results
are presented on the OxfordNet fc6 layer on the Holidays data set. P = 0 refers
to no pooling. P = p refers to max-pooling over individual feature dimensions, for
rotations between ≠p¶ and p¶ in steps of s = 10¶. Invariance to rotation increases
with increasing p, at the expense of lower performance at angle 0¶.

pooling in the range of ≠p¶ to p¶ in steps of s = 10¶. The parameter s indicates the
quantization step size of angular rotation of database images.

Performance is plotted as the query rotation angle is varied for varying pooling
parameter P , on the OxfordNet fc6 layer for the Holidays and Graphics data sets. The
invariance-discriminativeness trade-o� is shown in Figure 6.2. We observe that the
max pooling scheme performs surprisingly well for gaining rotation invariance. As P

is increased, the performance curve flattens in the range of ≠P ¶ to P ¶, at the expense of
lower performance for upright queries, i.e. at angle 0. For the Holidays data set, most
database and query images share similar “upright” orientations. For the Graphics data
set, note the gap in performance of di�erent schemes at angle 0, between no pooling
and di�erent pooling schemes. This gap in performance can be attributed to rotated
objects in the query data set.

To further understand the e�ectiveness of database-side pooling, we evaluate dif-
ferent types of pooling methods and database augmentation techniques in Figure 6.3.
We show results for component-wise max pooling and average pooling over rotated
database images for di�erent pooling parameters P . We note that max pooling and
average pooling perform comparably for small P . For P = 180¶, we note that average
pooling outperforms max pooling.

We compare the two pooling strategies to a simple database augmentation tech-
nique labeled Min-dist, which stores descriptors for each rotated version of the database
image. For Min-dist, at query time, we compute the minimum distance to all the ro-
tated versions for each database image. The Min-dist increases the size of the database
by 2P

s

+ 1, where s = 10 is the step size in degrees, and P is the pooling parameter.
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Figure 6.3: Comparison of di�erent types of database pooling and augmentation tech-
niques, for varying pooling parameter P . OxfordNet layer fc6 is used on the Holidays
data set. We notice that max and average pooling come close to the performance
of Min-dist and Min-dist(PWL), which require storage of multiple feature descriptors
(2P

s

+1) for each database image, where s = 10 is the quantization step size in degrees.



6.1. Database-Side Pooling 81

−200 −150 −100 −50 0 50 100 150 200
0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Query Rotation Angle

M
e

a
n

 A
ve

ra
g

e
 P

re
ci

si
o

n

Holidays

 

 

P=0
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P=180 Min−dist (PWL) Step 30
P=180 Min−dist (PWL) Step 60
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Figure 6.4: Results of the Min-dist (PWL) scheme as step size parameter s is varied.
The OxfordNet layer fc6 is used on the Holidays data set. A piece-wise linear ap-
proximation of the manifold, on which rotated descriptors of each image lie, is used to
trade-o� performance and matching complexity. The performance of step size s = 60¶

is close to that of s = 10¶, while reducing memory requirements by 6◊.

For small s æ 0, the Min-dist scheme provides an approximate upper performance
boundary that the max and average pooling schemes can achieve, as a descriptor for
each rotated version is explicitly stored in the database. We observe that both max
and average pooling are surprisingly e�ective, as their performance comes close to that
of the Min-dist scheme while storing only one descriptor per database image. Note
that the Min-dist scheme performs the best, as there is no drop in performance at 0¶,
compared to the pooling methods.

Next, we also propose a scheme illustrated in Figure 6.5 for reducing memory
requirements of the Min-dist scheme at the expense of increased matching complexity.
The scheme labeled Min-dist (PWL) assumes a piece-wise linear approximation of the
manifold on which the descriptors of each rotated image lie, and computes the closest
distance to the manifold. The results for the Min-dist (PWL) with step size 10¶ are
shown in Figure 6.3, and it performs comparably to the Min-dist scheme. Instead
of maintaining database descriptors at finely quantized angular rotations of s = 10¶,
we increase s to 30¶, 60¶, 90¶ and present results in Figure 6.4. We note that the
performance of step size s = 60¶ is close to that of s = 10¶ for Min-dist (PWL),
while reducing memory requirements by 6◊. The drop in performance for the Min-
dist (PWL) scheme at -135¶,-45¶,45¶,145¶ for s = 90¶ shows inherent data set bias at
these angles. In conclusion, the proposed simple but elegant Min-dist (PWL) scheme
helps gain rotation invariance, while requiring storage of fewer descriptors compared
to the Min-dist approach.

The surprising e�ectiveness of max and average pooling to gain rotation invariance
for CNN features led us to run the same set of experiments on FVDM. We present the
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Figure 6.5: Illustration of the di�erent pooling schemes. The scheme labeled Min-
dist (PWL) assumes a piece-wise linear approximation of the manifold on which the
descriptors of each rotated image lie, and computes the closest distance to the manifold.

results for max pooling, average pooling, Min-dist, and Min-dist (PWL) with step size
s = 10¶ in Figure 6.6 for P = 180¶. Average pooling on FVDM helps gain invariance to
rotation while lowering peak performance achieved without pooling (P = 0). However,
note the large di�erence in performance between max and average pooling for FVDM.
CNN features are sparse with a small number of dimensions with high values: spikes
resulting from the activation of units in the network. FVDM data are comparatively
denser. As a result, max pooling on OxfordNet features is far more e�ective than for
FVDM. Finally, in Figure 6.6, Min-dist and Min-dist (PWL) perform the best, as also
observed for OxfordNet features.

6.1.2 Gaining Invariance to Scale

Next, we discuss how performance at small scales can also be improved by pooling
descriptors on the database side. As illustrated in Figure 6.1(b), the component-wise
pooling operation across scales is similar to the database-pooling performed on rotated
images. The parameter SP refers to the number of scales over which OxfordNet features
are pooled. SP = n refer to pooling across the first n + 1 scales of the set of six scale-
ratios (seven including one) (1, 0.75, 0.5, 0.375, 0.25, 0.2, 0.125)). SP = 1, hence, refers
to no database pooling.

In Figure 6.7(a), we first study mAP vs query scale for di�erent types of pooling
on the Holidays data set for SP = 6 (pooling over all scales in consideration). Oxford-
Net fc6 features are used in this experiment. We note that max-pooling outperforms
average pooling by a small margin, and comes close to the performance of the Min-dist
scheme, which stores the descriptors of all the scaled versions of the database image
and computes the minimum distance. Similar to the rotation experiment, the Min-dist
(PWL) scheme, which computes the minimum distance to a piece-wise linear manifold
of the CNN descriptors for the six scaled images, is also e�ective for the scale experi-
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Figure 6.6: Comparison of di�erent types of database pooling and augmentation tech-
niques for pooling parameter P = 180 for FVDM on the Holidays data set. Note the
di�erence in performance of max and average pooling for FVDM, compared to max
and average pooling on OxfordNet features in Figure 6.3(d).

ment. Min-dist (PWL) outperforms Min-dist by a small margin, as it is more robust
to matching query data which lie at intermediate quantized scales. For SP = 6, there
is a significant improvement in performance at small scales for the pooling schemes,
with only a marginal drop in performance for points close to the original scale (seen
from the right most points on the curve in Figure 6.7(a)).

In Figure 6.7(b), we study varying pooling parameter SP for max-pooling. Perfor-
mance at small scales increases as SP is increased, with only a marginal drop at query
scale 0.75. A significant gain in performance of 10% is achieved for the smallest query
scale 0.25, showing the e�ectiveness of the max-pooling approach.

6.1.3 Conclusion

In this section, we showed that simple database-side pooling methods can be e�ective
at improving the robustness of CNN descriptors. Nevertheless, the simple aggregation
strategies were shown to sometimes be a matter of trade-o� between robustness and
retrieval performance.

In the next section, we propose a more comprehensive approach to compute global
descriptors which are both significantly outperforming the raw CNN descriptors and
robust to multiple types of image transformations applied simultaneously.

6.2 Nested Invariance Pooling

In this section, we propose Nested Invariance Pooling (NIP), a method to produce
compact global image descriptors from visual representations extracted from CNNs.
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Figure 6.7: Performance of di�erent database-side pooling schemes, as query scale is
changed. Results reported on OxfordNet fc6 on the Holidays data set. SP = 1 refers
to no database-pooling. SP = n refer to pooling across the first n + 1 scales of the set
(1, 0.75, 0.5, 0.375, 0.25, 0.2, 0.125)). In Figure (a), we notice that max pooling comes
close to the performance of Min-dist which requires storing descriptors at all scales. In
Figure (b), we observe that performance improves at small scales with database side
pooling as parameter SP is increased.

The proposed method draws its inspiration from the i-theory [3, 4, 2], a mathemat-
ical theory for computing group invariant transformations with feed-forward neural
networks. The theory is an information processing model explaining how feedforward
information processing can be made robust to various types of signal distortions.

After showing that CNNs are compatible with the i-theory, we propose a simple
and practical way to apply the theory to the construction of global image descriptors
which are robust to various types of transformations of the input image at the same
time. Through a thorough empirical evaluation based on multiple publicly available
datasets, we show that proposed method is able to significantly consistently improve
retrieval results while keeping dimensionality low. Rotations, translations and scale
changes are studied in the scope of this section but the proposed approach is extensible
to other types of transformations. We show that using moments of increasing order
for incorporating invariance to multiple transformation groups throughout nesting is
important. Resulting NIP descriptors are invariant to various types of image trans-
formations and we show that the process significantly improves retrieval results while
keeping dimensionality low (512 dimensions).

6.2.1 I-theory in a Nutshell

Many common classes of image transformations such as rotations, translations and
scale changes can be modeled by the action of a transformation group. Let an image
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Figure 6.8: (a) A single convolution-pooling operation from a CNN schematized for a
single input layer and single output unit. The parallel with i-theory shows that the
universal building block of CNN is compatible with the incorporation of invariance to
local translations of the input according to the theory. The network architecture is
responsible for the invariance properties while back-propagation provides a practical
way to learn the templates from data. (b) A specific succession of convolution and
pooling operations learnt by the CNN (depicted in red) computes the pool5 feature
f

i

for each feature map i from the RGB image data. A number of transformations g
can be applied to the input x in order to vary the response f

i

(g.x). (c) The proposed
method takes inspiration from the i-theory to create compact and robust global image
descriptors from CNN. Starting with raw pool5 descriptors, it can be used to stack-up
an arbitrary number of transformation group invariances while keeping the dimension-
ality under control. The particular sequence of transformation groups and statistical
moments represented on the diagram was shown to produce the best performing hashes
on average, but other arbitrary combinations are also able to improve retrieval results.



86 Chapter 6. Invariant Deep Representations

x œ E and a group G of transformations acting over E with group action G ◊ E æ E

denoted with a dot (.). The orbit of x by G is the subset of E defined as O
x

= {g.x œ
E|g œ G}. The orbit corresponds to the set of transformations of x under groups such
as rotations, translations and scale changes. It can be easily shown that O

x

is globally
invariant to the action of any element of G and thus any descriptor computed directly
from O

x

would be globally invariant to G.
The i-theory builds invariant representations for a given object x œ E in relation

with a predefined template t œ E from the distribution of the dot products D
x,t

=
{< g.x, t >œ R|g œ G} = {< x, g.t >œ R|g œ G} over the orbit. The following
representation (for any n œ Nú) is proven to have proper invariance and selectivity
properties provided that the group is compact or locally compact:

µ
G,t,n

(x) = 1s
G

dg

3⁄

G

| < g.x, t > |ndg

4 1
n

(6.1)

One may note that the transformation can be applied either on the image or the
template indi�erently. Note that the sequence (µ

G,t,n

(x))
nœNú is analogous to a his-

togram. Such a representation is mathematically proven to have proper invariance and
selectivity properties provided that the group is compact or at least locally compact
[3].

In practice, while a compact group (e.g. rotations) or locally-compact group (e.g.
translations, scale changes) is required for the theory to be mathematically provable,
the authors of [3] suggest that the theory extends well (with approximate invariance)
to non-locally compact groups and even to continuous non-group transformations (e.g.
out-of-plane rotations, elastic deformations) provided that proper class-specific tem-
plates can be provided. Recent work on face verification [90] and music classification
[168] apply the theory to non-compact groups with good results.

6.2.2 CNNs are I-theory Compliant Networks

Popular CNN architectures designed for image classification such as AlexNet [79] and
OxfordNet [137] share a common building block: a succession of convolution-pooling
operations designed to model increasingly high-level visual representations of the data
as presented in Chapter 3. The highest level visual features may then be fed into
fully-connected layers acting as classifiers.

As shown in detail on Figure 6.8 (a), the succession of convolution and pooling
operations in a typical CNN is in fact a way to incorporate local translation invariance
strictly compliant with the framework proposed by the i-theory. The network architec-
ture provides the robustness such as predicted by the invariance theory, while training
via back propagation ensures a proper choice of templates. Multiple convolution-
pooling steps are applied (five times in both AlexNet and OxfordNet) resulting in
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increased robustness and higher level templates. Note that the iterative composition
of local translation invariance approximately translates into robustness to local elastic
distortions for the features at the pool5 layer.

In this study, instead of the popular first fully-connected layer (fc6) which is on
average the best single CNN layer to use as a global out-of-the-box descriptor for
image retrieval (see Chapter 4), we decide to use the locally invariant pool5 as a
starting representation for the proposed global descriptors and further enhance their
robustness to selected transformation groups in a way inspired from i-theory.

6.2.3 Multi-Group Invariant CNN Descriptors

We build the NIP descriptors starting from the already locally robust pool5 feature
maps of OxfordNet. Global invariance to several transformation groups are then se-
quentially incorporated following the i-theory framework. The specific transformation
groups considered in this study are translations G

T

, rotations G
R

and scale changes
G

S

. For every feature map i of the pool5 layer (0 Æ i < 512), we denote f
i

(x) the cor-
responding unit’s output. As shown on Figure 6.8 (b), transformations g are applied
on the input image x varying the output of the pool5 feature f

i

(g.x). Note that the
transformation f

i

is non-linear due to multiple convolution-pooling operations thus it
is not strictly a mathematical dot product but can still be viewed as an inner product.
Accordingly, the pooling scheme used by NIP with G œ {G

T

, G
R

, G
S

} is:

X
G,i,n

(x) = 1s
G

dg

3⁄

G

f
i

(g.x)ndg

4 1
n

(6.2)

= 1
m

Q

a
m≠1ÿ

j=0

f
i

(g
j

.x)n

R

b

1
n

(6.3)

when O
x

is discretized into m samples. The corresponding global image descriptors
are obtained after each pooling step by concatenating the moments for the individual
features:

X
G,n

(x) = (X
G,i,n

(x))
0Æi<512

(6.4)

As shown in Equation 6.3, the pooling operation has an order parameter n defining
the “hardness” of the pooling. n = 1 is average pooling while n æ +Œ on the other
extreme is max-pooling. n = 2 is analogous to standard deviation. Subsequently, we
refer to the moments for n = 1, 2, +Œ as A

G

, S
G

and M
G

.
Work on i-theory [168] has shown that it is possible to chain multiple types of

group invariances one after the other [168]. We apply this principle on NIP descriptors
by making them invariant to several transformations. For instance, following scale
invariance with average (n = 1) by translation invariance with hard max-pooling (n æ
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+Œ) is done by:

max
g

t

œG

T

A
1s

g

s

œG
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dg
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œG

S
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= max
jœ[0,m

t

≠1]

A
1

m
s

m

s
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f
i

(g
t,j

g
s,i

t.x)
B

(6.6)

Operations are sometimes commutable (e.g. A
G

and A
G

Õ) and sometimes not (e.g.
A

G

and M
G

Õ) depending on the specific combination of moments so the sequence of
transformations does matter for NIP. The hardness parameter n must also be chosen
carefully. Empirically, we found pooling progressively with increasing moments (e.g.
A

G

, then S
G

, then M
G

) to work well, as presented in the experiments section.

Pairwise Matching Distance. Image instance retrieval starts with the construc-
tion of a list of database images ordered according to their pairwise matching distance
with the query image. With CNN descriptors, the matching distance is strongly af-
fected by commonly encountered image transformations. As shown in Chapter 4, a
rotation of the query image by more than ten degrees causes a sharp drop in results.
This particular issue is much less pronounced with the popular Fisher vectors, largely
due to the use of interest point detectors.

Figure 6.9 provides an insight on how adding di�erent types of invariance with the
proposed method will a�ect the matching distance on di�erent image pairs of matching
objects. With the incorporation of each new transformation group, we notice that the
relative reduction in matching distance is the most significant with the image pair,
which is the most a�ected by the transformation group.

6.2.4 Evaluation Framework

The pool5 layer from the sixteen layers OxfordNet [137] is chosen as starting repre-
sentation, with a total dimensionality of 25088 organized in 512 feature maps of size
7 ◊ 7.

For rotation invariance, rotated input images are padded with the mean pixel
value computed from the ImageNet data set. The step size for rotations is ten degrees
yielding 36 rotated images per orbit. For scale changes, ten di�erent center crops
geometrically spanning from 100% to 50% of the total image have been taken. For
translations, the entire feature map is used for every feature, resulting in an orbit size
of 7 ◊ 7 = 49.

We evaluate the instance retrieval performance of the descriptors against four pop-
ular data sets: Holidays, UKBench, Oxbuild, and Graphics. The four data sets are cho-
sen for the diversity of data they provide: UKBench and Graphics are object-centric
featuring close-up shots of objects in indoor environments. Holidays and Oxbuild are
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Figure 6.9: Distances for three matching pairs from UKBench. For each pair, four
pairwise distances (L

2

-normalized) are computed corresponding to the following de-
scriptors: pool5, A
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and A
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S
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T
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R

. Adding scale invariance makes
the most di�erence on (b), translation invariance on (c), and rotation on (a) which is
consistent with the scenarios suggested by respective images pairs.
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Sequence Dims Dataset
Oxbuild Holidays UKB Graphics

pool5 25088 0.427 0.707 0.823(3.11) 0.315
fc6 4096 0.461 0.782 0.910(3.50) 0.312
A

G

T

512 0.477 0.800 0.924(3.56) 0.322
A

G

R

25088 0.462 0.779 0.954(3.72) 0.500
A

G

S

25088 0.430 0.716 0.828(3.12) 0.394
A

G

T

-A
G

R

512 0.418 0.796 0.955(3.73) 0.417
A

G

T

-A
G

S

512 0.537 0.811 0.931(3.61) 0.430
A

G

R

-A
G

S

25088 0.494 0.815 0.959(3.75) 0.552
A

G

T

-A
G

R

-A
G

S

512 0.484 0.833 0.971(3.82) 0.509
A

G

S

-S
G

T

-M
G

R

512 0.592 0.838 0.975(3.84) 0.589

Table 6.1: Retrieval results (mAP) for di�erent sequences of transformation groups
and moments. Results are computed with the mean average precision (mAP) metric.
For reference, 4◊Recall@4 results are also provided for UKBench (between paren-
theses). G

T

, G
R

, G
S

denote the groups of translations, rotations and scale changes
respectively. Note that averages commute with other averages so the sequence order
of the composition does not matter when only averages are involved. Best results
are achieved by choosing specific moments. A

G

S

-S
G

T

-M
G

R

corresponds to the best
average performer. fc6 and pool5 are provided as a baseline.

scene-centric data sets consisting primarily of outdoor buildings and scenes. Results
are evaluated using Mean Average Precision (mAP) and 4◊ Recall @ R = 4 for UKB,
to be consistent with the literature.

6.2.5 Results

Transformations, Order and Moments. As shown in Table 6.1, we first study
the e�ects of incorporating various transformation groups and using di�erent moments
on descriptors. Pool5 which is the starting point of NIP descriptors and fc6 which is
considered the best o�-the-shelf descriptor (Chapter 4, [127]) are provided as baselines.
We present results for all possible combinations of transformation groups for average
pooling (order does not matter as averages commute) and for the single best performer
which is A

G

S

-S
G

T

-M
G

R

(order matters).
First, we can immediately point out the high potential of pool5. Although it

performs notably worse than fc6 as-is, a simple average pooling over the space of
translations A

G

T

makes it both better and eight times more compact than fc6. Similar
observations have also been reported by [8, 7].

Second, as shown in Figure 6.10, accuracy increases with the number of trans-
formation groups involved. On average, single transformation schemes perform 21%
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Figure 6.10: Results from Table 6.1 for the seven strategies using averages only (rows
three to nine) expressed in terms of improvement in mAP over pool5, and aggregated
by number of invariance groups. Improvements range from +5% on Oxbuild using one
transformation to +83.5% on UKBench using three transformations. On all four data
sets, results clearly improve with the amount of groups considered.

AGT AGRAGS
AGTAGR

AGT AGS AGS

AGR AGT

AGR

AGS AGS
SGT

MGR

Figure 6.11: Results from Table 6.1 expressed in terms of improvement in mAP over
pool5. Most strategies yield significant improvements over pool5 on most data sets.
The average improvement is 68% for the best strategy.
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Method Dims Dataset
Oxbuild Holidays UKB

T-embedding [75] 1024 0.560 0.720 3.51
T-embedding [75] 512 0.528 0.700 3.49
FV+Proj [52] 512 - 0.789 3.36
FC+PCAWhitening [127] 500 0.322 0.642 -
FC+VLAD+PCA [48] 512 - 0.784 -
FC+Finetune+PCAWhitening [9] 512 0.557 0.789 3.30
Conv+MaxPooling [136] 256 0.533 0.716 -
FV+FC+PCAWhitening [121] 512 - 0.827 3.37
Conv+SPoC+PCAWhitening [8] 256 0.589 0.802 3.65
R-MAC+PCAWhitening [148] 512 0.668 - -
R-MAC+PCAWhitening [148] 256 0.561 - -
NIP 512 0.592 0.838 3.84
NIP+PCAWhitening 256 0.609 0.836 3.83

Table 6.2: Retrieval performance comparing NIP to other state-of-the-art methods.
We include results in recent papers with comparable dimensionality of descriptors
reported in those papers. L2 distance is used for all methods.

better compared to pool5, 2-transformations schemes perform 34% better, and the
3-transformations scheme performs 41% better.

Third, choosing statistical moments di�erent than averages further improves the
retrieval results. In Figure 6.11, we observe that A

G

S

-S
G

T

-M
G

R

performs roughly
17% better (average results over all data sets) than A

G

S

-A
G

T

-A
G

R

. Notably, the best
combination corresponds to an increase in the orders of the moments: A being a first-
order moment, S second order and M of infinite order. A di�erent way of stating this
fact is that a more invariant representation requires a higher order of pooling. Overall,
A

G

S

-S
G

T

-M
G

R

improves results over starting representation pool5 by 39% (Oxbuild)
to 87% (Graphics) depending on the data set. Better improvements with Graphics
can be explained with the presence of many rotations in the data set (smaller objects
taken under di�erent angles) while Oxbuild consisting mainly of upright buildings is
less significantly helped by incorporating rotation invariance.

Comparison with State-of-the-Art. State-of-the-art descriptors include variants
of VLAD/FV [75, 52], deep descriptors [9, 136, 8, 148] and descriptors combining
deep CNN and VLAD/FV [48, 121]. As shown in Table 6.2, we observe that 512-D
NIP descriptors largely outperform most state-of-the-art methods with 512 or higher
dimensions, on all data sets. Following [136, 8, 148], we also perform PCA whitening to
reduce the dimensionality of NIP to 256. One can see that the 256-D NIP descriptors
yield superior performance to [136, 8, 148] on all data sets.
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First, we compare NIP to the most related papers [136, 8, 148] which propose 256-D
deep descriptors by aggregating convolutional features with various pooling operations.
With only one layer of pooling, [136, 8, 7] can be considered a special case of NIP,
providing only limited levels of translation invariance. The recently proposed Regional
Maximum Activation of Convolutions (R-MAC) [148] reports outstanding results on
building data set Oxbuild with very small dimensionality (e.g. 0.668 mAP for 512-D
R-MAC and 0.561 mAP for 256-D R-MAC). The authors propose a fast R-CNN type
pooling [40], which is e�ective when the object of interest is in a small portion of the
image. Such an approach will be less e�ective when the object of interest is a�ected
by groups of distortions like rotation and perspective, and located at the centre of
the image. Here, we observe that nested pooling over many types of distortions with
progressively increasing moments is essential to achieving geometric invariance and
high retrieval performance with low dimensional descriptors. Besides, the technique
proposed in [148] can be incorporated with NIP to further improve performance.

Next, we note that [136] reports better results on Holidays (0.881 mAP) and Oxbuild
(0.844 mAP), with very high-dimensional descriptors (from 10K to 100K). These very
high dimensional descriptors are obtained by combining CNN descriptors with spa-
tial max pooling [7]. In contrast, NIP results are generated using only 256 to 512
dimensional descriptors.

6.2.6 Conclusion

In this section, we proposed Nested Invariance Pooling (NIP), a novel method based on
i-theory for creating robust and compact global image descriptors from CNN for image
instance retrieval. Through a thorough empirical study, we show that the incorporation
of every new group invariance property following the method leads to consistent and
significant improvements in retrieval results. NIP has a few parameters (sequencing
of transformations and choice of statistical moments are important), but experiments
show that many default and reasonable settings produce results which can generalize
well across all data sets, meaning that the risk of overfitting is low. This study also
confirms the high potential of the feature pyramid (pool5) as a starting representation
for high-performance compact hashes instead of the more commonly used first fully-
connected layer (fc6).

6.3 Hashing with Group Invariant Features

In this section, we combine NIP with RBMH (Figure 6.12), the descriptor hashing
scheme presented in Chapter 5, with the aim to achieve the best performing tiny 32-
256 bits hashes. Multi-group invariant NIP representations, shown to be outstanding
in previous section, are used as starting representations for hashing. RBMH are used
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Figure 6.12: Nested Invariance Pooling (NIP) to produce robust descriptors from CNNs
can be followed by RBMH for compact and invariant hashes.
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values descriptors.

Resulting hashes are compared to hashes obtained, using the same starting rep-
resentation, with popular unsupervised hashing methods including ITQ [46], Bilinear
Projection Binary Codes (BPBC) [45], PCAHash [46], LSH [27], SKLSH [126], SH [156]
and RBM. Evaluated bitrates range from 32 to 256 bits. Original A
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-S
G

T
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512-
D floating point descriptors are also introduced as the baseline uncompressed scheme.
Experiments are conducted both with small-scale (Section 6.3.1) and large-scale (Sec-
tion 6.3.2) retrieval datasets. For small scale image instance retrieval experiments,
four popular data sets are used: Holidays, UKBench, Oxbuild and Graphics. For large-
scale experiments, results are presented using the four data sets combined with the
one million MIR-FLICKR distractor images [68].

Finally, results of NIP+RBMH are also compared with other state-of-the-art meth-
ods in Section 6.3.3. NIP+RBMH are showed to be amongst the most compact and
e�cient binary codes for image retrieval reported in the literature.

6.3.1 Small Scale Experiments

Small scale retrieval results of multi-group invariant hashes are shown in Figure 6.13,
compared to other popular unsupervised hashing methods. RBMH codes outperforms
other methods at most code sizes on all data sets. First, there is a significant improve-
ment at smaller code sizes like 32 bits, due to the proposed batch-level regularization:
0.457 vs. 0.369 in terms of mAP, compared to the second performing method RBM
on Holidays at 32 bits. Second, the improvements of NIP+RBMH over other methods
becomes smaller as code size increases (except SKLSH). For code size larger than 256
bits, the performances of all methods approach the upper bound, i.e., uncompressed
descriptors. Finally, compared to uncompressed descriptors, there is a marginal drop



6.3. Hashing with Group Invariant Features 95

 
 

ITQ BPBC PCAHash LSH SKLSH SH RBM Ours Uncompressed

32 64 128 256
0

10

20

30

40

50

60

70

80

Bits

m
AP

32 64 128 256
0

0.5

1

1.5

2

2.5

3

3.5

4

Bits

4 
x 

R
ec

al
l @

 R
=4

(a) Holidays (b) UKB

32 64 128 256
0

10

20

30

40

50

60

Bits

m
AP

32 64 128 256
0

10

20

30

40

50

60

Bits

m
AP

(c) Oxbuild (d) Graphics

Figure 6.13: Comparison of RBMH with other hashing methods on four benchmark
data sets. All methods are built upon the best NIP descriptors. To examine the
e�ect of compression, retrieval results using uncompressed NIP descriptors are also
presented.
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for all methods on UKBench at 256 bits, while performance gap is larger for other data
sets.

6.3.2 Large Scale Experiments

In Figure 6.14, large scale retrieval results are presented, combining the one million
MIR FLICKR distractor images with each data set respectively. Trends consistent
with small scale retrieval results in Figure 6.13 are observed.

6.3.3 Comparison with State-of-the-Art Image Hashing Pipelines

Invariant binary hashes are compared against di�erent state-of-the-art pipelines, in-
cluding methods compressing VLAD/FV with direct binarization [122], hashing [51],
PQ [74, 171], and methods based on compact deep descriptors [9, 136].

As shown in Table 6.3, first, a simple binarization strategy (thresholding at data
set mean) applied to A

G

S

-S
G

T

-M
G

R

descriptor degrades retrieval performance only
very marginally and is su�cient to obtain significantly better accuracy than [122, 9]
at comparable code size (512 bits), e.g., 3.7 vs. 2.79 in [122] for 4◊ Recall @ R = 4 on
UKBench.

Second, NIP+RBMH outperforms state-of-the-art by a significant margin at com-
parable code sizes (from 32 to 256 bits). NIP+RBMH achieves the best performance
on Holidays at small code size (128 bits), 0.705 vs. 0.644 mAP reported in the state-
of-the-art [170].

Note that Hamming distance is used for the multi-group invariant binary descrip-
tors, while other methods like PQ variants employ Euclidean distances (L2 or ADC),
which typically result in higher accuracy than Hamming distance, at the expense of
higher computational cost.

6.4 Summary and Discussion

Nested Invariance Pooling (NIP), a method to produce global image descriptors from
CNN which are both compact and robust to typical geometric transformations, is
proposed in this chapter. The method provides a practical and mathematically proven
way for computing invariant object representations with feed-forward neural networks.
The NIP descriptors are compact, robust to multiple classes of image transformations,
and able to substantially outperform the higher-bitrate original CNN descriptors. They
also compare very favourably to other existing schemes at similar bitrates ( 512 bits).
NIP is showed to be compatible with the RBMH hashing scheme proposed in Chapter 5.
Combined, the NIP+RBMH pipeline produces some of the best performing hashes
available in the literature, especially at very low bitrates (32-256 bits).
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Figure 6.14: Comparison of RBMH with other hashing methods on large scale retrieval
experiments. All methods are based on the best NIP descriptors.
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Method Dims
(size in bits) Dist. Dataset

Oxbuild Holidays UKB
Binarized FV [122] 520(520) Cosine - 0.460 2.79
FV+SSH [51] 256(256) ADC - 0.544 3.08
FV+SSH [51] 128(128) ADC - 0.499 2.91
FV+SSH [51] 32(32) ADC - 0.334 2.18
FV+PQ [74] 128(128) ADC - 0.506 3.10
VLAD+PQ [170] 128(128) L2 - 0.586 2.88
VLAD+CQ [170] 128(128) L2 - 0.644 3.19
VLAD+SQ [171] 128(128) L2 - 0.639 3.06
FC+Finetune+PCAWhitening [9] 16(512) L2 0.418 0.609 2.41
Conv+MaxPooling [136] 256(256) Cosine 0.436 0.578 -
Binarized NIP 512(512) Hamming 0.477 0.781 3.70
NIP+RBMH 256(256) Hamming 0.445 0.739 3.59
NIP+RBMH 128(128) Hamming 0.359 0.705 3.38

Table 6.3: Retrieval performance comparing NIP+RBMH to other state-of-the-art
methods at small codesizes (from 32 to 512 bits). ADC denotes asymmetric distance
computation [74, 51].



Chapter 7

Conclusions

We started this dissertation in Chapter 2 by introducing a set of methods relevant to the
image instance retrieval task, namely hand crafted global descriptors with Fisher Vec-
tors (FV), supervised learning with multi-layer neural networks, unsupervised learning
with Restricted Boltzmann Machine (RBM), and subsequently a discussion about deep
learning. While Fisher Vectors have long been the state-of-the-art for instance retrieval
task, deep learning has recently emerged as a promising alternative.

In Chapter 3, we presented the design principles behind the Deep Convolutional
Neural Network (CNN), which recently became the method of choice for large-scale
image classification tasks, and proposed an original multistage approach for the fusion
of the output of multiple CNN. This work was submitted as part of the ILSVRC 2014
challenge and results show that the approach can significantly improve classification
results. Previously leveraging on hand-crafted descriptors, submissions to recent edi-
tions of ILSVRC are now unanimously using CNN, which are more accurate largely
due to their capability to learn good high-level visual representations from the data.
Enlightened by the abundant literature describing how CNN representations learnt
on one particular classification task can transfer well to other classification tasks, we
study the transferability of representations learnt by CNN to image instance retrieval
in following chapters.

In Chapter 4, we proposed a systematic and in-depth evaluation of FV and CNN
pipelines for image retrieval, leading to a comprehensive set of practical guidelines
for the implementation of state-of-the-art descriptors. CNN descriptors o�er the best
retrieval performance on average, and further accuracy improvements are obtained by
mixing CNN and FV at the cost of increased descriptor size. The study also pointed
out on one hand the lack of transformation invariance of the CNN descriptors and on
the other hand the high dimensionality and scalar nature of the descriptors, making
descriptor matching ine�cient. In subsequent chapters, we investigated methods for
making CNN descriptors more compact and more invariant to transformations.

In Chapter 5, we addressed dimensionality reduction and binarization of CNN de-
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scriptors. We first show how high-dimensional descriptors can be compressed to very
compact binary representations in an unsupervised fashion using RBM, and proposed
a novel RBM regularization scheme for Hashing (RBMH), key to achieving excellent
performance at low rates. Next, we show how Siamese fine tuning can be used to
further improve hashes performance, and proposed a novel objective function suited
for training Siamese networks in high dimensional latent spaces settings. However,
the technique is applicable where labelled external data of matching instance pairs
is available. In the absence of such labelled data, we proposed a fully Unsupervised
Triplet Hashing scheme (UTH), which preserves the original descriptors rank ordering.
Regardless of the type of image descriptors used, proposed schemes are shown to out-
perform state-of-the-art hashing schemes for image instance retrieval, the improvement
being particularly marked at very low bitrates (e.g. 256 bits and lower).

In Chapter 6, we addressed the problem of CNN descriptors limited robustness
to geometric transformations, as initially observed in Chapter 4. We first show that
simple database-side pooling methods can be e�ective at improving the robustness of
CNN descriptors, and subsequently proposed Nested Invariance Pooling (NIP), a novel
method to produce global image descriptors from CNN. The NIP method provides a
practical and mathematically proven way for computing invariant object represen-
tations with feed-forward neural networks. NIP descriptors are compact, robust to
multiple classes of image transformations and able to substantially outperform the
higher-bitrate original CNN descriptors on image instance retrieval tasks. Finally, we
show that NIP is compatible with the RBMH hashing scheme proposed in Chapter 5.
Combined, the NIP+RBMH pipeline produces some of the best performing hashes
available in the literature, especially at very low bitrates (32-256 bits).
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Appendix A

Retrieval Data Sets

In this thesis, several popular image instance retrieval data sets are selected to allow
significant observations and to benchmark against the state-of-the-art methods. The
data sets involved in retrieval experiments are described in this section, ordered by
chronological date of publication.

A.1 University of Kentucky Benchmark

Published in 2006, the University of Kentucky data set [117] consists of 2550 categories
of common objects for a total of 10200 manually collected images (4 images per cat-
egory). The data set mainly features close up shot of objects found inside the house.
Most often, only the object of interest is present in each image, resulting in no or little
foreground or background clutter. All 10200 images are 640x480 pixels and used as
queries. The data set is referred as UKBench in this document.

A.2 Oxford Buildings

Published in 2007, the Oxford Buildings data set [123] consists of 5062 images collected
from Flickr. The manually annotated data set depicts landmarks of 11 di�erent build-
ings of Oxford city. Each category is represented by 5 queries, for a total of 55 queries.
Because of the limited number of queries, one should be cautious when interpreting
retrieval results based on this data set. Sometimes also referred as “Oxford5k” in the
literature, this data set is referred as Oxbuild in this document.

A.3 INRIA Holidays

Published in 2008, the INRIA Holidays data set [71] contains 1491 large resolution
images, mostly personal holiday pictures from INRIA researchers. It includes a large
variety of outdoor scene types: natural, man-made, water and fire e�ects. It features
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a total of 500 categories. One query is used for each category to perform retrieval
experiments on the 991 remaining database images. Variations in lighting conditions
are rare in this data set as the pictures from the same location are taken at the same
time. The data set is referred as Holidays in this document.

A.4 MIR-FLICKR

Published in 2010, MIR-FLICKR data set [68] is made of one million images and
associated tags collected from Flickr. It depicts a large variety of objects and sceneries.
This data set is referred as MIRFlickr.

In this document, MIRFlickr tags are not used. Combined with small scale retrieval
data sets, MIRFlickr images are used as distractors for large scale retrieval experiments.

A.5 Stanford Mobile Visual Search

Published in 2011, the Stanford Mobile Visual Search (SMVS) data set [16] contains
a list of 16,319 manually collected matching image pairs, comprising a wide range of
object categories, including CDs, DVDs, books, software products, landmarks, business
cards, text documents, museum paintings and video clips. SMVS has 1200 database
images and 3300 queries.

The Graphics data set is a subset of SMVS, which notably was used in the MPEG
standard: Compact Descriptors for Visual Search (CDVS) [141]. It contains five cat-
egories of objects: CDs, DVDs, books, business cards and newspaper prints, with at
least one of the references being a clean version of the product obtained from the prod-
uct website. There are 500 unique objects, 1500 queries, and 1000 database images.

The query images include foreground and background clutter that would be consid-
ered typical in real-world scenarios, e.g., a picture of a CD might contain other CDs in
the background. This data set distinguishes from the other ones as it contains images
of rigid objects captured under widely varying lighting conditions, perspective distor-
tion, foreground and background clutter. Query images are taken with heterogeneous
phone cameras. Each query has two relevant images.

A.6 Retrieval Data Sets Summary
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Name Year DB Query Classes Topic Source
UKBench 2006 10200 10200 2550 Mostly house objects Shot on purpose
Oxbuild 2007 5062 55 17 Buildings of Oxford Flickr
Holidays 2008 991 500 500 Mostly holidays scenes Personal photos
MIRFlickr 2010 1M - - General Flickr
Graphics 2011 1000 1500 500 DVD, book, business card Shot on purpose

Table A.1: A summary of the data sets used in retrieval experiments, ordered by date
of publication. On one hand, UKBench and Graphics are more object-centric, with
many close-up shots of objects in indoor environments. On the other hand, Oxbuild
and Holidays are more scene-centric data sets consisting primarily of outdoor buildings
and landscapes. The combination of the numerous MIRFlickr distractor images with
small scale retrieval databases allows to run large scale retrieval experiments.
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Appendix B

Video Summarization

B.1 Introduction

Video sharing websites measure user engagement through click rates and viewership.
To make a novel video attractive for the audience, its video link is often presented as a
thumbnail of either a single representative frame or a slideshow of several keyframes.
In this work, we explore the problem of automatically generating diverse, representa-
tive and attractive keyframe-based summaries for videos.

Compact keyframe-based video summaries are a popular way of generating view-
ership on video sharing platforms. Yet, creating relevant and compelling summaries
for arbitrarily long videos with a small number of keyframes is a challenging task. We
propose a comprehensive keyframe-based summarization framework combining deep
convolutional neural networks and restricted Boltzmann machines. An original co-
regularization scheme is used to discover meaningful subject-scene associations. The
resulting multimodal representations are then used to select highly-relevant keyframes.
A comprehensive user study is conducted comparing our proposed method to a variety
of schemes, including the summarization currently in use by one of the most popular
video sharing websites. The results show that our method consistently outperforms the
baseline schemes for any given amount of keyframes, both in terms of attractiveness
and informativeness. The lead is even more significant for smaller summaries.

Summarization-based techniques can be broadly divided into three categories:

1. keyframe-based,

2. skimming-based,

3. story-based.

In keyframe-based summarization, the video is summarized using a small number
of keyframes selected based on some criterion, such as low-level features like pixel
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Figure B.1: Deep co-regularized keyframe summary. Our method extracts diverse,
representative and attractive keyframes.

data, motion features, optical flow and frame di�erences [95, 157, 169], or higher-level
information like objects and faces [93, 39]. For this class of algorithms, clustering
techniques like k-means are popular: clustering or grouping is performed based on raw
RGB pixels, or a combination of low and high level features [112, 55, 29, 36, 37]. The
frames closest to the cluster centers are chosen to be part of the summary.

Skimming-based summarization is used to produce longer video summaries. The
video is divided into smaller shots using shot boundary detection algorithms and a
series of shots are selected to form the summary video. Subshot selection is based
on motion activity [116, 115, 81] and other high level features, such as person and
landmark descriptors [54].

Finally, in storyboard-based summarization, algorithms take into account relation-
ships between the di�erent subshots [101]. This enables long egocentric videos to be
summarized to gain an understanding of the underlying events.

Contributions. This work focuses on generating compact keyframe-based sum-
marization, with the main contributions are as follows:

• A comprehensive keyframe-based summarization framework combining deep con-
volutional neural networks (CNN) and restricted Boltzmann machines (RBM).

• A co-regularization scheme for restricted RBM able to learn joint high-level
subject-scene representations.

• A comprehensive user study comparing our method against various schemes in-
cluding the algorithm in use by the video sharing website Dailymotion.

B.2 Co-Regularized Deep Representations

A good keyframe-based summary should consist of easily recognizable subjects in
context-setting scenes. To achieve this, we generate frame-level descriptions by ex-
ploiting deep convolutional architectures to recognize subjects and scenes. Compact
representations are then computed with a novel co-regularization unsupervised learning



B.2. Co-Regularized Deep Representations 109

scheme to exhibit the high-level associations between subjects and scenes. Keyframes
are subsequently generated from these compact representations.

B.2.1 Deep Convolutional Neural Networks

Deep convolutional neural networks (CNN) have recently been used to obtain astonish-
ing performances in both image classification [79, 127] and image retrieval (Section 6.2)
tasks. For every frame sampled from the video at regular intervals, CNN descriptors
are extracted using the open source Ca�e framework [77] along with two pre-trained
networks: VGG-ILSVRC-2014-D [137] and Places-CNN [172].

VGG-ILSVRC-2014-D is the best performing single network from the VGG team
during the ILSVRC 2014 image classification and localization challenge using the
it ImageNet [30] data set. This 138 million parameters network is made of 16 layers:
13 convolutional layers followed by 3 fully-connected layers. It detects 1000 mostly
subject-centric categories (e.g. animals, objects, plants, etc. . . ).

Places-CNN is a 60 million parameters network following the
it AlexNet [79] structure: a total of 8 layers: 5 convolutional layers followed by 3
fully-connected layers. It is trained on the Places 205 data set, a scene-centric image
data set featuring 205 categories including indoors and outdoors sceneries.

For both CNN, descriptors are extracted from the last layer before the softmax
operation, having a dimensionality of 1000 and 205 for VGG-ILSVRC-2014-D and
Places-CNN, respectively.

B.2.2 Co-Regularized Restricted Boltzmann Machines

To create the video summaries from the CNN descriptions of subjects x
o

and scenes
x

p

, we introduce a pair of concurrently trained restricted Boltzmann machines (RBM)
to learn their projections (z

o

and z
p

) to K units each, where K is the desired number
of keyframes. An RBM is a bipartite network with a projection matrix W which maps
between its input and output units. RBM are trained through gradient descent on
the approximate maximum likelihood objective, based on network states drawn from
Gibbs sampling [61, 62].

In this work, we introduce co-regularization for RBM. The object RBM is regular-
ized by place representations and in turn regularizes the training of the place RBM
(Figure B.2(a)). Given randomly sampled minibatches of subject and scene CNN de-
scriptors {X i

o

, X i

p

}
i

, we introduce co-regularization cross entropy penalties to the RBM
objective functions:
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Figure B.2: A pair of co-regularized RBM – one representing subjects and another
representing scenes – are learned concurrently.
(a) During training, a subject unit is regularized by its corresponding scene unit and
vice versa. (b) The frame descriptor is a linear combination of the two co-regularized

RBM descriptors forming relevant subject-scene associations.
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are the RBM projections of {X i
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refer to unit k in the distribution-sparsified representa-
tions of the minibatch [44]. Sparsity across units helps avoid co-adaptation between
the units and improves representational diversity across instances of frames. The co-
regularization terms serve the purpose of binding a subject and the scene in which it
occurs to the same unit position.

The frame descriptor is a linear combination of the two RBM descriptors (Fig-
ure B.2(b)). The final set of keyframe timings t

k

, k œ [1..K] is the ordered set of K

timings that gives the maximum response for each unit of the frame descriptor:

arg max
t

– zt

o,k

+ (1 ≠ –)zt

p,k

, (B.3)

where – œ [0, 1] is a balance hyperparameter that causes the summary to be more
subject-centric or scene-centric.

This proposed co-regularization method is not specific to subjects or scenes, and is
generalizable to other concepts or modalities, such as faces or activities.

B.3 Video Summarization

Using our method, we summarized all 11 episodes from the BBC educational TV series
Planet Earth1. Each episode is approximately 50 minutes long. A sample of our results
is shown in Figure B.5(a).

B.3.1 Model Visualization

B.3.1.1 Balancing Subject- and Scene-Centricity

As shown in Figure B.3, bias towards subject or scenes can be adjusted by tuning the
– parameter from Equation B.3. This flexibility allows for interesting functionalities
such as customising content based on user profiling or explicit queries. The choice of
– value can also be made independently for each unit in order to generate the most
visually attractive keyframe, for example based on vibrancy. In practice, setting the
default value to – = 0.5 (as used in this empirical study) seems to produce satisfactory
results.

1
http://www.bbc.co.uk/programmes/b006mywy

http://www.bbc.co.uk/programmes/b006mywy
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�=1 �=00<�<1

More subject-centric More scene-centric

Figure B.3: Actual keyframes selected by varying –. Our model can be tuned to select
keyframes that are more subject-centric (left), scene-centric (right) or a balance of
both (middle).

B.3.1.2 Visualisation of Co-Regularized RBM Units

Although neural networks tend to be thought of as black boxes, visualization is often
useful to decipher what has been learned [167]. To better understand our co-regularized
model, we analysed the responses of each unit across the data set. For this analysis,
we trained a single K = 12 model across all 11 episodes. For each of the 24 RBM
units, the top 100 frames that most strongly activate each unit were aggregated via
a weighted average. The resulting graphical representation of each unit is shown on
Figure B.4. We observe that the visual appearances of frames corresponding to a
subject-scene pair of units are consistently similar. There is also diversity across the
units within an RBM.

The top 2 categories of each unit identified from the weight matrices are also shown
in Figure B.4. We notice that the correlation with the visual representation is strong
and the subject-scene association is sensibly learned. We can also observe an interesting
e�ect of co-regularization, where associations can be made between subjects (e.g. polar
bear and king penguin) that occur in the same scene (iceberg) but never within the
same frame.

B.3.2 User Engagement Study

B.3.2.1 Evaluation Framework

Our method is compared against three other keyframe-based summarisation schemes:
naive uniform sampling, k-means clustering and the method currently in use by the
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Figure B.4: Visualization of the units for a K = 12 model. The visual representa-
tions of subject-scene pairs are well correlated. The categories of the two models are
associated in a sensible way and correspond well with the visual representations.

video sharing website Dailymotion2. Each summary is presented as a timeline of
keyframes as shown on Figure B.5.

Uniform sampling takes k keyframes with evenly spaced timestamps: t
i

= d

k

1
1

2

+ i
2

, i œ
[1..K] where d is the total duration of the video. The k-means clustering scheme uses
frames sampled at the same frequency as for our method (1 fps) and down-sized to
32 ◊ 32 RGB pixels. Lloyd’s algorithm [97] is used to separate the data into K clus-
ters. 100 runs with di�erent centroid seeds are performed to mitigate the e�ects of
local minima. For each cluster, the frame closest to its centroid is selected as keyframe.
Dailymotion proposes an 8-keyframes video summary (excluding title frame) which was
used as a blackbox scheme to compare our method against. The evaluation videos were
uploaded on the website and the proposed summary keyframes were then handpicked
from the original footages.

The study was performed by showing pairs of summaries – our method against one
of the three baseline schemes – to eight di�erent testers who have not previously seen
the videos. For each pair, they are asked to answer the two following questions:

• Q1: Which video would you rather watch?
(attractiveness)

• Q2: Which summary was more informative?
(informativeness)

Using all the 11 Planet Earth episodes, summaries were generated for di�erent
2
http://www.dailymotion.com/

http://www.dailymotion.com/
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(a) Our method

(b) Uniform sampling

(c) k-means

(d) Dailymotion

Figure B.5: Eight keyframes summaries for episode 1 from the TV series Planet Earth.

amount of keyframes K = 4, 6, 8, except for Dailymotion which imposes K = 8 by
default. In total, 8 ◊ 11 ◊ 2 ◊ 3 ◊ +8 ◊ 11 = 616 answers were collected for each
question.

Uniform sampling appears as a natural choice for the wildlife documentaries used
during this study given the slow pace of the action and high visual appeal of the
average frame. K-means is expected to be able to capture the diversity of the scenes
well, whereas it may not perform as well with respect to subjects.

B.3.2.2 Results and Discussion

Table B.1 aggregates the answers from the testers. Overall, our method was sys-
tematically found more attractive (75% to 97.73% of the time) and more informative
(76.14% to 94.32%). Perceived attractiveness and informativeness are strongly cor-
related. Against Dailymotion’s algorithm, our method scores favourably more than
three times out of four representing a marked improvement over the scheme currently
used by the service.

uniform k-means daily.
K 4 6 8 4 6 8 8
Q1 79.55 82.95 76.14 97.73 82.95 75.00 77.27
Q2 78.41 80.68 81.82 94.32 80.68 76.14 78.41

Table B.1: How often our method is preferred over each of the three schemes (percent-
age) for di�erent K.

For varying amounts K of keyframes, the improvement is rather consistent against
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uniform sampling whereas against k-means, the improvement is more pronounced when
K is smaller. This is an indication that our overall sucessful method is particularly
well-suited for compact summaries.

B.4 Conclusions

Building upon recent advances in deep learning and image recognition, we proposed a
comprehensive keyframe-based summarization framework combining CNN and RBM.
Through a comprehensive empirical study, we showed that our method is able to
outperform a number of existing schemes. In addition, our novel co-regularization
scheme, which discovered meaningful subject-scene associations, is generalizable to
other concepts and modalities.
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